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Preface

This volume of Proceedings comprises the papers presented at the XXIV Brazilian Symposium on Geoinformatics,
GEOINFO 2023, held from December 4 to 6, 2023, at the National Institute for Space Research (INPE) in Sao
José dos Campos, Brazil. The GEOINFO conference series, inaugurated in 1999, continues its mission of convening
researchers and students to explore innovative applications in geographic information science and related areas.

The Federal University of ABC (UFABC) and INPE were responsible for organizing this edition. The Program
Committee accepted 65 papers. The program included 26 oral presentations divided into 6 technical sessions and 39
posters across 3 sessions. The event welcomed over 100 participants from more than 30 national and international
institutions.

GEOINFO has a rich tradition of attracting world-renowned researchers to engage productively with our com-
munity, fostering intriguing exchanges and discussions at the forefront of the field. This year, we were honored
to have special keynote presentations by Dr. Antonio Paez from the School of Earth, Environment & Society at
McMaster University, Canada, and Dr. Claudia Bauzer Medeiros from the University of Campinas (UNICAMP).
Dr. Paez’ presentation delved into the trajectory of time-geography and its perspectives in the era of Big Data and
Mobility Analytics. Meanwhile, Dr. Claudia Bauzer Medeiros discussed the new frontiers shaped by geospatial data
collection as well as the challenges of collecting and preserving data for open science practices. Additionally, this
edition featured a mini-course on Digital Image Processing for rapid disaster response, conducted by Dr. Laercio
Namikawa from INPE.

We express our gratitude to all members of the Program Committee whose efforts were crucial in ensuring the
quality of each accepted paper. Special thanks are extended to Daniela Seki and Adriana Gongalves from INPE for
their dedicated support in the preparation and execution of the symposium. Finally, our appreciation goes to the
supporters of Geolnfo 2023: INPE, UFABC, the Society of Latin American Remote Sensing Specialists (SELPER)
and the sponsorship from the companies Axelspace (https://www.axelspace.com/), and Imagem (https://www.
img.com.br).
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Assessing the Influence of Borders and Roads on the
Segmentation of Rice Fields: A Case Study

Andre D. B. Garcial, Michel E. D. Chaves!, Darlan, T. da Silva!, Victor Hugo R.
Prudente?, Ieda D. Sanches!
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victorrp@umich.edu

Abstract. This study investigates the accurate delineation of irrigated rice fields
using advanced segmentation techniques, such as the Segment Anything Model
(SAMgeo). Leveraging data from two optical sensors, CBERS-4A/WPM and
Sentinel-2/MSI, the research addresses challenges posed by borders and roads in
the classification process. The outcomes reveal a notable impact, with a total of
9.2% of the classified irrigated rice area representing roads or plot borders.
Consequently, this discrepancy leads to a potential overestimation of the cultivated
area, impacting yield estimation and monetary projections. The study underscores
the significance of precise segmentation methods and highlights SAMgeo's
potential application in improving agricultural mapping accuracy.

1. Introduction

Rice is a relevant grain crop that humankind grow. According to the United Nations' Food
and Agriculture Organization (FAO), from 1994 to 2020, rice was the tenth most made crop
in the world, with 660 million tons produced. In Brazil, on average, about 11.2 million tons
of rice are made each year. The Brazilian states of Rio Grande do Sul (RS) and Santa Catarina
(SC) are the top places for rice production in this country, with 8 million tons and 1.2 million
tons, respectively (ANA, 2020).

Among the requirements of agricultural and livestock activities, continuous and
accurate information serves various purposes, such as assessing crop conditions, identify
cultivation areas, measuring acreage, estimating production, managing crop rotation, and
understanding various dynamics within the agricultural environment. This information also
aids in commercial relationships and various other aspects (Formaggio and Sanches, 2017).

In this context, obtaining vector files (shapefiles) with higher accuracy that can
accurately delineate productive areas is desirable. For this purpose, an increasing number of
tools and methods are being developed to classify and segment agricultural fields and other
targets. Among the classifiers, we can mention Machine Learning algorithms such as
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Random Forest, Artificial Neural Networks, and Convolutional Neural Networks. As for
segmenters, noteworthy techniques include Object-Based Image Analysis (GEOBIA or
OBIA), Simple Linear Iterative Clustering (SLIC), also known as superpixels, and more
recently, segmentation using pre-trained encoders, such as the Segment Anything Model
(SAM) (Hossain and Chen, 2019; Csillik, 2017; Osco et al., 2023).

In light of this, the objective of this study was to assess the impact of borders and
roads on the designated irrigated rice fields, along with the utilization of SAMgeo to
minimize inclusion errors in the final demarcation of plots.

2. Material and Methods
2.1 Study Area

The municipality of Turvo is located in the extreme south of Santa Catarina (SC) state, Brazil
(Figure 1). Turvo is the main rice producer inside this region, an important irrigate rice
cultivation region of SC. A substantial portion, around 50.7%, of the entire region is
dedicated to rice cultivation, which corresponds to approximately 11.9 thousand hectares of
land. Turvo has a humid subtropical climate characterized by hot summers and an average
annual temperature ranging from 19°C to 20°C. The region receives a considerable amount
of rainfall, with total annual precipitation reaching approximately 1,800 mm. Throughout the
year, the relative air humidity remains consistently above 80%. Rainfall distribution is
generally well-balanced, although it tends to be more concentrated between May and August
(Wrege et al., 2012). However, a significant water deficit occurs in Turvo from October to
February. This scarcity is primarily attributed to the extensive water consumption by irrigated
crops, particularly rice cultivation. The high demand for water during this period leads to a
depletion of water resources, negatively impacting the overall water availability in the region
(Municipality of Turvo, 2023).

oS

Study Area

3 Floriandpolis
B Turvo
[ Santa Catarina

Coordinate Reference
System
DATUM: WGS 84

34°0.000W 32°0,000W 4870,000'W
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Figure 1. Location of the study area in the state of Santa Catarina, highlighting Florianépolis,
the state capital, and Turvo, in the extreme southern region.

2.2 Satellite Data

We used data from two optical sensors to perform this study. The first sensor was the
Multispectral and Panchromatic Wide-Scan Camera (WPM) onboard the China-Brazil Earth-
Resources Satellite (CBERS-4A), freely available in the image catalog of the National
Institute for Space Research (INPE) (link). The CBERS-4A/WPM product images consist of
five bands with two different spatial resolutions (Table 1).

Table 1. CBERS-4A/WPM spectral bands used in this study.

Spectral bands Spatial resolution Band ID
Blue (0.45 - 0.52 um) 8m 1
Green (0.52 - 0.59 pm) 8m 2
Red (0.63 - 0.69 um) 8m 3
Near-infrared (NIR) (0.77 - 0.89 pum) 8m 4
Panchromatic (0.45 - 0.90 um) 2m P

The second sensor was the Multispectral Instrument (MSI) onboard the Sentinel-2A
and 2B satellites, obtained through the "COPERNICUS/S2 HARMONIZED" collection on
the Google Earth Engine (GEE) platform (Gorelick et al., 2017). The Sentinel-2/MSI has 13
spectral bands, however, we used only six for this study (Table 2).

Table 2. Sentinel-2/MSI spectral bands used in the study.

Spectral bands Spatial resolution Band ID
Blue (0.45 — 0.52 um) 10m 2
Green (0.54 — 0.57 pm) 10m 3
Red (0.65 — 0.68 um) 10m 4
Near-infrared (NIR) (0.78 — 0.89 pum) 10m 8
Shortwave infrared (SWIR1) (1.56 — 1.65 um) 20m 11
Shortwave infrared (SWIR2) (2.10 — 2.28 um) 20m 12

2.3 Image Compositions and pansharpening

Considering the limited revisit time of CBERS-4A/WPM (31 days), a single cloud-free
image from September 26, 2021, was used for segmentation. This date corresponds to the
period of soil preparation and rice crop planting, the optimal timeframe for identifying
agricultural fields. In Turvo, this period extent from early August to late November
(CONAB, 2022). Two different image compositions were created using the CBERS-
4A/WPM images. The first, used the natural color Red/Green/Blue (RGB) composition. The
second, used the false-color Near-Infrared/Red/Green (NRG) composition. The purpose was
to determine if the composition impacts the segmentation results. The NRG composition was
selected because it aligns with the composition commonly used for crop monitoring using
NIR/SWIR/RED bands (Oldoni et al., 2020). Since the WPM sensor lacks a SWIR band, we
replaced it with the Green band (Figure 2).
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Complementarily, the panchromatic sharpening (pansharpening) image fusion
method was applied to CBERS-4A/WPM images to assess whether an enhanced spatial
resolution can improve the segmentation accuracy using SAMgeo. Pansharpening creates a
product that has the spectral resolution of the multispectral image and the spatial resolution
of the PAN image (Vivone et al., 2021). We used the cubic sampling algorithm of the
Geospatial Data Abstraction Library (GDAL) (QGIS 3.10) to perform the pansharpening.

Figure 2. Compositions using WPM and MSI on September 26, 2021. a) WPM Red/Green/Blue
(RGB) composition with pansharpening; b) WPM Near-Infrared/Red/Green (NRG)
composition with pansharpening; ¢) MSI Near-Infrared/Red/Green (NRG) composition.

The Sentinel-2/MSI images were used in two distinct processes. Firstly, the NRG
composition was used to assess the segmentation via SAMgeo (see more details in section
2.5) and compare the results with WPM images (Figure 2c). Additionally, they were used to
identify the rice cultivation areas for 2021. This approach was needed due to the temporal
limitations of the CBERS-4A/WPM data, as it was launched on December 20, 2019.

2.4 Reference Maps

The reference maps were acquired from two distinct sources. The first source has data for the
2018/2019 season. This dataset was made by Companhia Nacional de Abastecimento
(CONAB) and Agéncia Nacional de Agua e Saneamento Basico (ANA) from visual
interpretation of Sentinel-2/MSI images, mapping the irrigated rice areas (kappa index equal
97%) (Trabaquini et al., 2019; ANA, 2020). The second source was provided by FlorestaSC
(a partnership among state universities and Empresa de Pesquisa Agropecuéria e Extensao
Rural de Santa Catarina - EPAGRI). This dataset has data for the 2017/2018 season mapping
for 12 classes, including rice fields, from Landsat images (Operational Land Imager/OLI and
Thematic Mapper/TM sensors) and a Random Forest-based approach (95% of overall
accuracy) (Vibrans et al., 2021).

As the CBERS-4A/WPM was launched on December 20, 2019, the available
reference maps for the 2017/2018 and 2018/2019 harvests do not cover the study period.
Hence, we adopted a supervised mapping approach using the Random Forest algorithm and
Sentinel-2/MSI images of six specific dates in 2021 (July 18, August 22, September 26,
October 26, November 25, and December 20) to create a reference map. Four metrics were
used to reduce our time series at the pixel level: average pixel value, minimum pixel value,
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maximum pixel value, and standard deviation of the pixel value across the time series. A total
0f' 4000 points (2000 in irrigated rice and 2000 in non-rice) were selected to generate a binary
map. The selection of points was based on prior knowledge of the study area and the spectral
patterns of the pixels over time, as illustrated in Figure 3. It used Random Forest inside the
Google Earth Engine (Gorelick et al., 2017), and after a literature review (Oshiro et al., 2012)
and some tests, we used the number of trees (ntree) equal to 50.
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Figure 3. Reflectance patterns of different spectral bands during the sowing phase and initial
development of the irrigated rice crop. Red (B4: 0.66 um), Green (B3: 0.56 ym), Blue (B2: 0.44
pm), near-infrared (B8: 0.83 ym), and Short-Wave Infrared (B11: 1.61 pm and B12: 2.19 ym)
for Sentinel-2 (MSI).

The mapping conducted in Turvo for 2021 revealed a total of 11.969 thousand ha of
irrigated rice. This accounts for nearly 50.9% of the municipality's area, indicating a
significant presence of irrigated rice. These findings align with the mapped areas by
EPAGRI, which reported 11.907 thousand ha in 2018/19 (ANA, 2020) season, but are lower
than the area mapped by the IFFSC, which recorded 14.033 thousand ha in 2017/18 (Vibrans
et al., 2021) season. Among the 4000 points used in the analysis, 70% were assigned for
training the model and 30% for model validation. The training step achieved an accuracy of
99.25%, indicating a high accuracy level in correctly predicting both classes. In the validation
step, the model demonstrated an accuracy of 94.1%, further confirming its performance.

Among the 24 metrics (Figure 4) used to generate the binary rice/non-rice map based
on Sentinel-2/MSI images, ten can be considered most influential. Notably, the standard
deviation (stdDev) of bands 11, 4, 8, 2, and 12, along with the minimum (min) pixel values
for bands 11, 8, and 12, played a significant role to the algorithm. Their importance can be
attributed to the dynamic nature of plant growth, which undergoes substantial changes from
exposed soil to vegetative peak stages (Boschetti et al., 2017). This fluctuation in pixel
reflectance values results in higher standard deviation values within the rice areas.
Furthermore, the complete removal of vegetation during the soil preparation and sowing
phase facilitates a clearer distinction between crop fields and other surfaces, as evident in
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Figures 2 and 3. Consequently, the minimum pixel values in the time series become crucial
in classifying rice areas, as they capture the distinctiveness of these stages in the vegetation
cycle.
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Figure 4. Variable Importance in Random Forest Model with 50 Trees applied based on
Sentinel-2/MSI images.

The importance of each variable was calculated by the sum of the decrease in the Gini
impurity index over all trees in the forest. Each time a node is split based on a variable, the
impurity criterion for the descendant nodes is consistently lower than that of the parent node
(Li et al., 2010). The sum of these decreases for each variable across all trees in the forest
provides a rapid and reliable assessment of variable importance. To identify areas of stable
rice paddies that remained consistently cultivated from the 2017/2018 and 2018/2019 seasons
to the 2021/2022 season, we adopted a shapefile intersection approach. This method involved
determining the overlapping regions between rice areas during the two specified periods.
Through this, it was determined that a total area of 11.159 thousand ha can be classified as
stable rice paddies, signifying uninterrupted cultivation over the observed seasons. As a
result, the intersection map served as a reliable reference for further analysis.

2.5 Segmentation of CBERS-4A/WPM and Sentinel-2/MSI images

In this study, we used the Segment Anything Model (SAM), an advanced image segmentation
models that segment objects of interest in images based on user prompts (Osco et al., 2023).
It consists of three components: an image encoder, a flexible prompt encoder, and a fast mask
decoder. The image encoder uses a pre-trained Vision Transformer (ViT) that is adapted to
process high-resolution inputs. The prompt encoder handles both sparse prompts (points,
boxes, text) and dense prompts (masks) using positional encodings and learned embeddings.
The mask decoder efficiently maps the image and prompts embeddings along with an output
token to generate a segmentation mask (Kirillov et al., 2023). An advantage of SAM is its
ability to generate multiple valid masks for a single prompt, addressing the issue of averaging
multiple masks when facing ambiguity. The model predicts confidence scores for each mask.

We used a modified version of SAM for generating georeferenced masks: the
geoSAM, a tool that simplifies the use of SAM for remote sensing applications (Osco et al.,
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2023). We adopted the general segmentation approach, whereby SAM segmented various
objects without guided prompts. We focused solely on the visual quality of the segmentation
results. This method segments all potential objects within images, including those without
ground-truth labels. As it lacks guidance, it may also produce segmentations for unknown
classes, functioning as a conventional segmentation filter. SAM offers several pre-trained
Vision Transformers (ViT), including ViT-H, ViT-L, and ViT-B. These models exhibit
varying computational demands and possess distinct underlying architectures. We used the
ViT-H SAM model, the most advanced and accessible (Osco et al., 2023). To optimize
processing time, Turvo was partitioned into 24 blocks spanning 4.357 x 4.357 km. This
division allowed the individual segmentation of each block. On average, the segmentation
for CBERS-4A/WPM images took approximately 3 hours per block, whereas for Sentinel-
2/MSI images, just 20 minutes. The analysis focused solely on segments within rice fields
that intersected with the designated shapefile of stable rice areas within Turvo.

3. Results and Discussion

3.1 Segmentation

In the analysis of the segmentation results obtained from the SAMgeo algorithm applied to a
test block/image, no specific guidance was provided for the three different situations tested
(Figure 5). For the NGR configuration of CBERS-4A/WPM (Figure 6a), SAMgeo
successfully identified features across a total area of 1,547.95 ha. Similarly, for the RGB
configuration of CBERS-4A/WPM (Figure 6b), the segmentation encompassed an area of
1,395.96 ha. However, for the NGR configuration of Sentinel-2/MSI (Figure 6¢), only 97.2
ha were successfully segmented.
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Figure 5. Comparison of segmentation results in different configurations: a) NGR CBERS-
4A/WPM, b) RGB CBERS-4A/WPM, and c) NGR Sentinel-2/MSI.

The aforementioned analysis encompassed all targets within a specific region,
without differentiating between rice and other targets. It was observed that, in the case of
Sentinel-2/MSI (Figure 5c), the segments predominantly appeared in forest fragments, albeit
without any discernible specific criteria. When comparing the two CBERS-4A/WPM
compositions (Figures 5a and 5b), we can observe a slight variation in the total segmented
area. Upon visual examination, it became apparent that the NGR composition provided better
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segmentation of agricultural plots, including irrigated rice, while the RGB composition
offered more accurate delineation of forest fragments and built-up areas (Figure 6).

Figure 6. Feature identification in CBERS-4A/WPM: visual comparison of NGR and RGB
compositions.

Based on these findings, the NGR composition of CBERS-4A/WPM was selected as
the input data for assessing the SAM algorithm across the entire study area. This decision
was driven by the specific interest in agricultural areas, particularly irrigated rice, where the
NGR composition demonstrated greater effectiveness for the task at hand. After conducting
further analysis on the suitability of using the NGR composition of the CBERS-4A/WPM for
agricultural target segmentation, it was found that only the areas of irrigated rice remained
consistent across three harvests (2017/18, 2018/19, and 2021/22). These areas were
segmented into 24 blocks measuring 4.3 by 4.3 km using the SAM method. Consequently,
the subsequent analyses focused solely on the irrigated rice areas. SAM's remarkable zero-
shot segmentation performance is a notable feature. It can segment objects in unseen datasets
and tasks by leveraging prompts and the model's learned concept of objects (Zang and Liu,
2023). The Vision Transformer architecture contributes to SAM's success by modeling long-
range dependencies and global context within images, surpassing traditional convolutional
neural networks (CNNs) in image segmentation.

3.2 Classification of Irrigated Rice Areas

Table 3 presents the results obtained from examining the SAM-segmented areas specifically
categorized as irrigated rice. The total area classified (second column) was 11,154.641 ha.
This value differed by approximately 5 ha from the total area of stable irrigated rice (11,159
ha). The discrepancy was attributed to the loss of image edges during the application of the
"clip" tool when forming the 24 analysis blocks. Initially, a comparison was made between
the area classified as stable irrigated rice and the segmented area without any correction or

interference from the analyst. This initial analysis revealed significant variations ranging
from 4.9% to 24.67%.
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Table 3. Differences between classification and segmentation areas over irrigated rice blocks.

Block Rice Area (ha) Rice Area (ha) Difference Difference Difference Difference
(Classification) (Segmentation) (ha) (%) Corr. (ha) Corr. (%)

01 1.865 1.653 0.212 11.37 0.01 0.54
02 805.412 713.216 92.196 11.45 36.583 4.54
03 332.506 268.532 63.974 19.24 22.625 6.80
04 169.651 147.518 22.133 13.05 12.823 7.56
05 1,056.560 824.660 231.900 21.95 110.767 10.48
06 1,307.759 1036.533 271.226 20.74 118.056 9.03
07 326.607 274.847 51.760 15.85 14.312 4.38
08 66.042 58.889 7.153 10.83 5.597 8.47
09 750.795 623.078 127.717 17.01 82.840 11.03
10 1,227.078 1,085.847 191.231 14.97 139.277 10.91
11 1,064.549 839.198 225.351 21.17 105.400 9.90
12 165.277 143.211 22.066 13.35 8.671 5.25
13 15.667 14.387 1.280 8.17 0.848 5.41
14 1,084.646 844.700 239.946 22.12 131.863 12.16
15 416.388 318.973 97.415 23.40 44.886 10.78
16 465.272 350.503 114.769 24.67 52.998 11.39
17 3.776 3.168 0.608 16.10 0.601 15.92
18 192.932 180.894 12.038 6.24 9.831 5.10
19 819.523 650.237 169.286 20.66 77.741 9.49
20 49.491 44.145 5.346 10.80 4.324 8.74
21 576.919 482.579 94.340 16.35 37.144 6.44
22 17.238 16.394 0.844 4.90 0.446 2.59
23 167.489 159.088 8.401 5.02 7.458 4.45
24 21.199 19.154 2.045 9.65 1.485 7.01
TOTAL 11,154.641 9,101.404  2,053.237 18.41 1026.586 9.20

Following the initial analysis of the differences, an expert analyst conducted a visual
inspection to rectify the segmentation, which reduced the disparity between the classified and
segmented areas, ranging from 2.59% to 15.92% (excluding block 1, with only 2 plots).
These results indicate that, on average, 7.85% of the area is classified as irrigated rice, and a
total of 9.20% consisted of roads or plot borders. This difference can be attributed to several
factors related to the sensors or classification method. The 2018/2019 reference map was
created through visual analysis of Sentinel-2/MSI images and high-resolution images from
Google Earth Pro, with expert intervention. This is prone to errors and is limited by the spatial
resolution (10m) of Sentinel-2/MSI and cloud cover in Google Earth Pro images.

For the 2017/2018 reference map, Landsat/OLI images with a resolution of 30m were
used in a Random Forest-based approach to generate the maps. Consequently, objects/targets
such as narrow roads and plot edges, which exhibit some variation between regions and rural
producers, were disturbed in the classification. Similarly, in the 2021 map, although efforts
were made to filter out cloud-covered images, the Sentinel-2/MSI spatial resolution (10m)
can cause the loss of smaller features - similar to what was observed in the 2017/2018 season.
However, as the segmentation was performed using a high-resolution image with a resolution
of 2m, the segmentation algorithm was able to discern the targets more accurately. Upon
closer inspection, it became evident that while SAM successfully segmented most of the
irrigated rice areas, it was unable to segment all individual plots (Figure 7).
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Figure 7. Comparison between SAM-segmented areas (blue) and stable rice areas (green).

Several studies have addressed the influence of bordering on rice cultivation yield
and management. Gomez and de Datta (1971) and Vernetti, Vernetti, and Silveira Junior
(1982) focused on the selection of cultivated rice varieties and their impact on yield, plant
development, and fertilizer requirements. Macarini et al. (2019) described at least seven
distinct irrigated rice cultivars in Morro Grande, located 15 km from Turvo. This highlights
the challenges to defining mapping approaches for cropping patterns and borders in this
region. Wang et al. (2013) investigated the effects of bordering on yields and observed that
the rate of overestimation decreased with larger plot sizes. They concluded that the minimum
yield overestimation rate resulting from the border effect was 2.7%. This finding aligns with
previous research conducted by Wu and Shen (1991) and Chen et al. (2006), which reported
yield overestimations ranging from 3% to 20% due to border and plot size effects.

3.3 Impacts on rice yield estimation and monetary prospects

According to the Agricultural Bulletin published by EPAGRI (2021), the estimated yield for
irrigated rice in the Ararangua region (including Turvo) for the 2021/2022 grain harvest was
8.4 kg'ha'!. Based on this estimate, the total yield for Turvo, considering stable irrigated rice
areas (11,154 ha), amounts to 93.693 tons. This yield estimate was chosen as it considers
variations that occur due to climate, adopted cultivar, cultural practices, and other variables.
However, after excluding the areas between plots by considering the corrected segmentation,
the total irrigated rice area reduces to 10,128 ha. Consequently, the yield would be
approximately 85.075 tons (difference of 8.618 tons compared to the previous estimate).

Regarding monetary values, the Bulletin states that a sack (sc) of rice weighing 50 kg
was sold at U$ 12.58 (equivalent to R$ 71.88) during the first half of 2022 when the rice
from this season was being marketed. When comparing the value received for the production
without area correction (1873.86 sc) with the production from the corrected area (1701.5 sc),
there is a difference of 172.36 sc for Turvo, (approximately U$ 2168.60, or RS 12,389.23).
The significance becomes evident when focusing on Turvo, covering an area of 11,159
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hectares. Evaluating the geoSAM performance in future studies becomes imperative due to
potential segmentation variations influenced by the landscape and input data. This holds
particular importance, especially considering the entire SC state, which have a total area of
149,627.4 classified as irrigated rice.

4. Final considerations

The irrigated rice area was overestimated by 9.2%, encompassing areas that are primarily
borders or roads. This discrepancy leads to an overestimation of U$ 2168.60 when
considering the total yield in Turvo. The SAMgeo algorithm has proven to be valuable for
delineating irrigated rice producing areas. However, since it is in development, further
improvements are needed to optimize it. Moreover, future research should explore other
approaches and inputs, such as edge-enhancing filters, high-resolution images (such as Planet
images), and guided prompts in the segmentation configuration to enhance performance.
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Abstract. One of the goals of the 2030 Agenda for Sustainable Development is the
ability to plan and manage human settlements. This is a challenge, especially for
cities in Brazil, given that more than 80% of Brazilians live in urban areas. In this
sense, urban planning is seen as one of the ways to mitigate the negative effects of
urbanization, which can be made possible through the use of information and commu-
nication technology. However, the information available to managers is not integrated
and organized in a way that facilitates decision making. Thus, a question arises to be
discussed: how to build a database to support decision-making based on the integra-
tion of heterogeneous data from a municipality? This article presents the development
of a conceptual data model constructed from heterogeneous data generated from the
elaboration of urban policy instruments. For this, the data integration process adapted
from the framework Computational Informational Design was used. The study area
was a municipality in Minas Gerais that went through the adaptation processes of
the master and mobility plans, in addition to having carried out the real estate re-
registration supported by geotechnologies. The model made it possible to integrate
the information using geographic space as the main link. The main contribution of
this article is the process of developing the conceptual model and the discussion of
how this model helps public managers in decision-making.

Resumo. Uma das metas da Agenda 2030 para o Desenvolvimento Sustentdvel é ca-
pacidade de planejar e gerir os assentamentos humanos. O que é um desafio, em espe-
cial para as cidades do Brasil, visto que mais de 80% dos brasileiros vivem em dreas
urbanas. Nesse sentido, o planejamento urbano é tido como uma das formas de mit-
igar os efeitos negativos da urbanizacdo, o qual pode ser viabilizado a partir do uso
de tecnologia de informagdo e comunicacdo. No entanto, as informagdes disponiveis
para os gestores ndo estdo integradas e organizadas de forma que facilite a tomada de
decisdo. Dessa forma, surge uma questdo a ser discutida: como construir um banco
de dados para apoiar a tomada de decisdo com base na integracdo de dados het-
erogéneos de um municipio? Este artigo apresenta o desenvolvimento de um modelo
de dados conceitual construido a partir de dados heterogéneos gerados da elaboragdo
dos instrumentos de politica urbana. Para isso, utilizou-se o processo de integracdo
de dados adaptado do framework Computational Informational Design. A drea de es-
tudo foi um municipio mineiro que passou pelos processos de adequagdo dos planos
diretor e de mobilidade, além de ter realizado o recadastramento imobilidrio apoiado
por geotecnologias. O modelo possibilitou integrar as informacdes utilizando como
principal elo de ligagcdo o espaco geogrdfico. A principal contribuicdo deste artigo
é o processo de desenvolvimento do modelo conceitual e a discussdo de como esse

modelo auxilia a tomada de decisdo por parte dos gestores piiblicos.
13



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

1. Introduction

One of the main concerns of the international community in the coming years is urban ar-
eas. This interest is primarily observed through action plans like Agenda 2030, where the
11th goal is to make cities and human settlements inclusive, secure, resilient, and sustainable
[Assembly 2015]. This concern is primarily justified by the population’s tendency to migrate
from rural to urban areas, with an estimated 66% of the world’s population projected to re-
side in urban areas by 2050 [Assembly 2015]. When considering Brazil, this challenge be-
comes even more significant, as approximately 84.72% of Brazilians already live in urban areas
[IBGE 2012]. This signifies that many cities have undergone, and continue to undergo, pro-
cesses of expansion and urbanization.

Consequently, there is a recognized need to structure and systematize the process of
urbanization. In this context, the concept of urban planning emerges as a viable solution to
alleviate these issues, as it enables better allocation of financial and human resources, defines
actions and objectives, and mobilizes various sectors of society to collectively address emerging
problems [Fritz et al. 2020].

Numerous studies point to the utilization of Information and Communication Technolo-
gies (ICT) as a means to facilitate urban planning. For instance, in [Psyllidis et al. 2015], a
decision support system (DSS) is developed using data science methods, semantic integration,
and crowdsourcing for data integration. Similarly, in [Power et al. 2015], models supporting
decision-making at the municipal level are created and made accessible through web applica-
tions, enabling improved exploration of data and its relationships. However, the utilization of
ICT in urban planning solutions also presents challenges, including issues such as inadequate
technological infrastructure, technological illiteracy, and difficulties in accessing data, which
may hinder their development [Tan and Taeihagh 2020].

This article is part of a research project aiming to answer the question: How can
decision-making in municipal urban planning be facilitated? This research is carried out within
the context of the NEIRU' research and extension group, which serves several municipalities in
the interior of Minas Gerais, Brazil. Among the services provided are the formulation of Master
Plans, Basic Sanitation Plans, Environmental Plans, Urban Mobility Plans, and Multi-Purpose
Property Re-registration. All these plans are considered instruments of urban policy backed by
Brazilian legislation, such as the Federal Constitution of 1988 and the City Statute.

To address the research question it was proposed the development of a DSS for
urban planning in a municipality, using Design Science Research Methodology (DSRM)
[Peffers et al. 2007]. A decision support system aims to assist decisions based on information
and knowledge available within a specific domain and typically deals with various types of data
[Marcher et al. 2020]. To achieve this, it consists of three components: the user interface, the
database, and the model. This article focuses on the construction of the database that constitutes
the proposed DSS artifact of the research project.

It is acknowledged that within the context of urban planning, a variety of data with di-
verse structures are available from independent sources [Fritz et al. 2020]. This heterogeneity
of data presents a challenge, as it complicates the provision and utilization of the informa-
tion required for urban planning decision-making. While this data can be used independently,
there is an effort to integrate heterogeneous databases to enhance the comprehensive analysis of

Niicleo Estratégico Interdisciplinar em Resiliéncia Urbana (Interdisciplinary Strategic Nucleus in Urban Re-
silience)
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urban landscapes. In this sense, the urban policy instruments have the geographic space in com-
mon and this attribute was explored in the work to allow the integration of heterogeneous data.
Therefore, in this work, data from these policy instruments and ancillary data had to be com-
bined into georeferenced datasets prior to analysis. The objective of this work was to generate
a conceptual model and the implementation of the physical model of the geographic database.
This database subsidized an application that provides municipal public managers with a visual
analysis.

The literature review led to the selection of data modeling as the appropriate means to
construct the foundation of the project this work is a part of. To achieve this, integration process
was adapted from the framework presented in [Ribeiro et al. 2016]. This article thus presents
the integration of data from one of the municipalities served by NEIRU to construct the final
database. This database was employed for geographical data analysis and the creation of the
main artifact of this project, which is the DSS. Furthermore, it’s worth highlighting that this
work constitutes the fourth stage of the DSRM, which involves the design and development
of the artifact proposed as a solution to the initial problem of facilitating decision-making in
municipal urban planning.

The structure of this work is as follows. The literature review is presented in Section 2.
The methodology employed in this stage is described in Section 3. The development and results
are outlined in Section 4. Lastly, the concluding remarks are provided in Section 5.

2. Literature review and related works

The search for the terms “heterogeneous data integration” and urban planning” revealed that
data integration occurs from two distinct perspectives. The first perspective is when data inte-
gration is the ultimate goal of a project, and the second perspective is when the integrated use of
data is a pathway to knowledge discovery. Thus, for the first perspective, the primary approach
involves data integration through data modeling, employing GIS tools when necessary. In the
second perspective, classification, prediction, clustering, or statistical models are used, which
may or may not be combined with GIS. The main objective of this work is to curate a database
in which analysis and exploration can be carried out. For this reason, the first perspective aligns
better with its purpose.

Integration through data modeling is the approach in which there is an effort to model
the context to which the integration will be directed, establishing the entities and relationships
involved. Articles that employ this integration approach often present data models or ontologies
as artifacts.

The article [Triana et al. 2013] proposes a data integration methodology that consists of
three stages: characterization, where formal definitions of the intervention domain, integration,
and potential operations are established; resolution of logical, semantic, and administrative con-
flicts; and data modeling. This work considers structured data, both categorical and numerical,
semi-structured data in the form of graphs, and unstructured data represented by textual, spatial,
multimedia, and time series data.

A data visualization platform appears in the articles [Psyllidis et al. 2015] and
[Psyllidis 2015], which are part of the same project, Social Glass View. This project deals with
structured data such as numerical and categorical data, semi-structured data like graphs from
social networks, and unstructured spatial data. It presents as an artifact the development of a
web platform that allows analysis and integration of this data, along with interaction through
visualization. To achieve this integration, an ontology is proposed to represent the different
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urban systems composing a city.

Data modeling is also presented as one of the data integration artifacts in
[Zhu and Ferreira 2015], being structural and implemented as a graph. For integration, lists
of entities were constructed, attribute values were mapped, and missing values were filled. The
data considered in this work were of categorical and numerical structured type, as well as un-
structured data, including spatial data.

In [Ding et al. 2021], data modeling is also developed to integrate data, but the primary
purpose of this process is to identify inconsistencies in the data. The data used come in three
structural types: structured, semi-structured, and unstructured. The structured data comprises
categorical and numerical data, the semi-structured data consists of graphs, XML, and key-value
data, while the unstructured data encompasses spatial data.

The articles [Souza et al. 2017] and [Souza et al. 2018] are related to the same project,
Smart Geo Layers. In this project, the development of a middleware data platform that utilizes
geographical information for data integration is proposed. A data model representing the ap-
plication context, the city of Natal in Brazil, was developed. The data used consisted of both
structured and unstructured spatial data. Consumption of this heterogeneous data was facilitated
through a REST API, and the PostGIS extension was employed to enable integration within the
relational database.

In [Fortini and Davis Jr 2018], the same integration approach is employed, where data
is integrated using GIS with the support of an established unified data model. In this work,
structured spatial data, semi-structured XML data, and unstructured data were integrated.

As observed in the related works, data regarding urban planning typically pertains to
events or phenomena occurring within the physical space of a given municipality. Grasping the
spatial distribution of such data facilitates a deeper comprehension of the target city. Thus, it is
crucial to decipher existing patterns through suitable techniques [Monteiro et al. 2004].

3. Methodology

The study conducted in [Fry 2004] proposed a Computational Informational Design framework,
which delineates the sequential procedures involved in generating a visual representation from
a given dataset. An adapted version, as presented by [Ribeiro et al. 2016], seeks to rectify
inherent limitations within the original framework. These modifications include an enhanced
emphasis on the meticulous execution of individual steps and an explicit acknowledgment of
the imperative for a data quality assurance mechanism. The refined Computational Information
Design model encompasses the subsequent stages:

* 1 - Contextualization: Comprehending data within the context of the addressed problem.
For instance, in this work, the problem pertains to supporting decision-making in mu-
nicipal urban planning. Thus, it becomes essential to understand how the data represents
the geographical space of the city and its attributes.

» 2 - Data Acquisition: Retrieving the data. In this phase, strategies for data acquisition
need to be explored, which can be influenced by factors like update frequency. Further-
more, issues such as the reliability of the data source hold significant importance.

* 3 - Conversion: Converting the acquired data into an appropriate format for subsequent
processing. In certain scenarios, data might be available in formats requiring prepro-
cessing, as seen with data provided in PDF format, for example.

* 4 - Data Cleaning: Data treatment aimed at ensuring quality. This activity encompasses

a thorough analysis of aspects defining data quality, which could be inherently related to
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the data itself, such as negative year values, or factors contingent on the data’s utilization
environment, like completeness.

* 5 - Transformation: Generating new data from original datasets using various tech-
niques.

* 6 - Visual Mapping: Selection of visualization techniques to represent the data.

* 7 - Visual Construction: Development of the artifact.

8 - Interaction: Defining interactive features within the artifact.

* 9 - Evaluation: Assessment of the artifact through various methodologies.

Taking into account this framework and the methodologies employed in the related
works, notably [Triana et al. 2013], [Souza et al. 2017], and [Souza et al. 2018], it was deter-
mined that the construction of the DSS database would encompass stages 1 to 5 and stage 9.
Furthermore, it was stipulated that data modeling would also occur in stage 5, alongside poten-
tial data transformations. This adapted framework can be seen in Figure 1.

Contextualization Acquisition Conversion

nsformation

Evaluation

d modeling

Figure 1. Framework

4. Development and Results

The first two stages of the utilized framework are contextualization and data acquisition. In
this work, two projects developed by NEIRU are highlighted: the Municipal Master Plan and
the Multipurpose Real Estate Re-registration Plan. The Municipal Master Plan is materialized
in the Draft Law, while the Multipurpose Real Estate Re-registration Plan provides an updated
database with property registration information as its outcome. Furthermore, both plans share
the characteristic of generating numerous intermediate data products.

One of the key intermediate products generated by the Municipal Master Plan is the
delineation of zones and macro-areas, represented as polygons, resulting in shapefile layers.
The plan also involves the spatial pinpointing of schools and health units. Additionally, it yields
a shapefile containing polygons that define census tracts according to the Brazilian Institute
of Geography and Statistics IBGE) and neighborhoods. Another significant outcome of the
Municipal Master Plan is the establishment of construction parameters dependent on macro-
areas and zones. These parameters determine whether a new project can be approved by the
municipality’s planning department. The capture of this data was conducted by obtaining the
mentioned source files.

The Multipurpose Real Estate Re-registration Plan provided data that includes poly-
gons of lots and buildings. These data were obtained through the vectorization of city images

captured by a drone. In addition to this information, the plan encompasses categorical details
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of buildings, such as property standards and usage types, collected through on-site visits by
municipal staff. All of this data was made available through a PostGIS database dump.

External to NEIRU, other databases were considered. The first one is a database pro-
vided by the Civil Police of Minas Gerais (PCMG), containing point-based geolocation data
of incidents along with their respective types. The second one is the IBGE database, an open
dataset, containing population data per census tract in Minas Gerais. Census tract is the geo-
graphic division used by the IBGE for data collection during the census. Both databases were
provided in CSV format.

The databases used can be observed in Table 1. An important note is that all data dates
from 2020 and 2021, except for the IBGE data, which originates from the 2010 census.

The utilization of these data by themselves can pose a considerable challenge for users
due to their inherent heterogeneity, stemming from the diverse sources and formats and making
it difficult for users to seamlessly integrate and analyze this multifaceted information. However,
the integration of these diverse datasets can serve as a powerful solution to alleviate these dif-
ficulties. By harmonizing and merging these disparate data sources into a cohesive framework,
users gain access to a unified and standardized dataset. This integrated approach simplifies data
retrieval, enhances compatibility, and reduces the complexity associated with working with het-
erogeneous data. Ultimately, the integration of master plan data can significantly enhance its
usability, enabling more effective urban planning, decision-making, and data-driven analyses.
The solution proposal using this different datasets can be seen in Figure 2.

Aultipurpose Rea
state Re Jistratio

Figure 2. Solution proposal

Integrating diverse datasets for urban planning purposes offers a multitude of benefits.
For example, integrated data can help city planners identify areas with a high demand for infras-
tructure improvements, such as schools and hospitals. By combining data on land use, zoning
regulations, and population demographics, urban planners can make informed decisions about
where to allocate land for residential, commercial, industrial, and green spaces. This helps in
achieving a more balanced and sustainable city layout. Integrated data can also help identify
areas with economic potential or in need of revitalization. This can inform decisions about busi-
ness incentives, urban renewal projects, and investments in infrastructure to stimulate economic
growth.

The third stage of the framework involves data conversion. Given the distinct formats of

each obtained dataset, they were subjected to a reading process, aiming to transform them into
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Table 1. Datasets.

Source Name Description
Master Plan Neighborhoods Base in shapeﬁle fprrpat with the p O.ly.gon.s
representing the districts of the municipality.
Base in shapefile format with the polygons
Sectors .
Master Plan representing the census tracts of the
Census L
municipality.
Sectors Base in csv format with data on the
IBGE .
Census population of each census sector.
Relational table with the polygons
Multipurpose Real representing the lots in the municipality. The
Estate Re-registration Lots lots can be empty or have buildings.
Plan The database has categorical information about
the lots.
Relational table with polygons
Multipurpose Real representing the buildings in the municipality.
Estate Re-registration Buildings Each building is associated with a lot. The
Plan base has categorical information about
the buildings.
Multipurpose Real . Relatlona'l table with .the polygons o
. . Special representing the special areas of the municipality.
Estate Re-registration . R
Plan areas That is, green areas, institutional areas or
permanent protection areas.
Base in shapefile format with the polygons
Master Plan Macroareas representlpg .the macro areas of the municipality.
The descriptions of each macro area were
added as categorical information.
Base in shapefile format with the polygons
representing the areas of the municipality.
Master Plan Zones The descriptions of each zone have been added
as categorical information.
Constructive | Base in csv format with the
Master Plan .
Parameters constructive parameters of each macroarea and zone.
PCMG Police Base in csv format with data on
Events incident reports sent to the PCMG.
Base in shapefile format with the points
Health . .
Master Plan . representing the location of the
Units o L
health units in the municipality.
Base in shapefile format with points
Master Plan Schools representing the location of schools
in the municipality.
Multlpurpos.e Re?‘l Relational table with the addresses
Estate Re-registration Adresses g ) T
Plan of each building or empty lot in the municipality.

a unified format to facilitate data manipulation and modeling. The initial step involved export-
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ing only the relevant tables from the database generated by the real estate reassessment plan,
converting them into CSV format. Subsequently, both CSV and shapefile files were read using
the geopandas package, transforming all datasets into dataframes with the capability to handle
geographical data. Additionally, another necessary task involved extracting descriptions of each
macro area and zone from the Municipal Master Plan PDFs and converting this information into
a CSV file.

Data cleaning represents the fourth stage of the framework utilized to construct the
database to be employed by the project artifact. One of the inconsistencies present between the
Municipal Master Plan and the Multipurpose Real Estate Re-registration Plan datasets pertains
to neighborhood names. To address this, a comparison was conducted between the neighbor-
hood names associated with the address table of the Multipurpose Real Estate Re-registration
Plan and the neighborhood database of the Municipal Master Plan. Inconsistent abbreviations
were observed, such as "Nossa Senhora aparecida” and "N. S aparecida”. The names were
standardized, leading to the creation of the initial unified table, the neighborhood table, which
was assigned an identifier for each neighborhood. The second inconsistency identified con-
cerned the lot database, which featured a column containing the abbreviation of the zone name
in which the lot is situated. To rectify this inconsistency, the abbreviations were transformed
into their full names.

The penultimate stage defined for this article involves data transformation and model-
ing. The initial transformation undertaken was the merging of the census tract shapefile with the
IBGE CSV data. Census tracts are not extensively utilized concepts within the municipalities
served by NEIRU. The majority of public policy development for urban planning in these cities
employs the concepts of neighborhoods, zones, and macroareas. The pertinent information
within this dataset concerned the estimated number of inhabitants per residence. Consequently,
the decision was made to spatially intersect the census tract layer with the real estate unit layer.
This was because the real estate unit, specifically those designated for residential use, corre-
sponds to residences in the IBGE’s calculation. Therefore, wherever the centroid of a real
estate unit was contained within a census tract, the median value would be associated with that
unit. As a result, the real estate unit dataset was enriched with a field containing the estimated
average inhabitants value from the encompassing census tract.

The subsequent task was related to the existing address and lot tables in the relational
database derived from the Multipurpose Real Estate Re-registration Plan. These two entities
held a one-to-many relationship, as each lot could have multiple real estate units and conse-
quently several addresses. From a neighborhood perspective, as all units within the same lot
shared the same neighborhood, it was sufficient to consider only one unit, thus establishing a
one-to-one relationship. Therefore, the neighborhood name information was associated with
the lot. Once this association was established, the lots were cross-referenced with the created
neighborhood table for the final database. Through this cross-reference, the column containing
the neighborhood name was removed from the lot table, and in its place, a column containing
the neighborhood ID was added. This adjustment thereby refined the relationship between the
neighborhood and lot tables in the final unified database.

The subsequent step involved comprehending the association between each macroarea
and lot. This was accomplished by spatially intersecting these two layers. Where the zone’s
centroid intersected, the association was established. Consequently, the zone table obtained a
macroarea ID, creating a relationship between the two. These relationships were cross-verified
using the information provided in the actual master plan.
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With this association established, the next step was to cross-reference the lots with their
respective zones. Originally, one of the columns contained the zone abbreviation, which was
transformed into complete zone names during the data cleaning stage. Firstly, the lots were
spatially intersected with the zones, considering the centroid’s location. It was verified if the
intersection using the centroid made sense. In some cases, the centroid was not descriptive
because, for instance, when a lot falls within two zones, one may take precedence over the other.
Hence, the decision was made to retain the original zone association from the Multipurpose
Real Estate Re-registration Plan since its validity had been confirmed by NEIRU and municipal
officials. As a result, the lot table acquired the zone ID from the zone table, and the zone name
columns were removed from the lot table, remaining solely within their respective zone table.

The subsequent intersection involved the registered occurrence data from PCMG and
the neighborhoods dataset. Once again, a spatial intersection was performed, this time between
the event point and the polygon representing the respective neighborhood. Subsequently, the
event point was assigned the ID of the neighborhood it fell within.

The final phase encompassed associating schools with lots, considering the coverage
relationship between each school and the respective lots. For this purpose, an analysis was
conducted to determine the shortest geodetic distance between the lots and the potential schools.
This analysis aimed to establish a coverage relationship. The same approach was employed for
health units in the municipality.

The OMT-G ? diagram presented in Figure 3 illustrates the final data modeling used in
the development of the decision support system as an artifact to address the problem of aiding
decision-making in urban planning.

* PoliceEvent re Neighborhood ‘ SpecialArea
| . & | || L]

@, ID: INTEGER 9, ID: INTEGER | 0.* |@,ID: INTEGER
21gn 00d_ID TEGER 0. Name: VARCHAR(100) Neighborhood_ID INTEGER

Zone_|ID. INTEGER
Group: VARCHAR(100) 1 Classihcanon: VARCHAR(S0)
Type: VARCHAR(100)
Descrplion: VARCHAR(S00) 0.*

0."

*‘ HealthUnit ‘ Lot
1
3.2
@, ID: INTEGER [ L——a,ID: INTEGER
Name' VARCHAR(100) Nelghbomood_ID" INTEGER
i Zone_ID. INTEGER SR
- Health_Unit_ID' INTEGER i
- mem Basic_Use_Coefficient. REAL
Sehoot |D: INTEGER Maximum_Height Coefficient: REAL
Occupation: VARCHAR(50) ¢ TR S0ete i
Maximum_Occupacy_R:i REAL
Minimum_Occupacy Rate: REAL
1
. 0.
* School e
1 1
Q ID: INTEGER | I Building
Name: VARGHAR{100) =
a, 0. INTEGER < Macroarea
Lot_ID: INTEGER ID. INTEGER
assification: VARGHAR{100) WID:INTE -
A 0 Name: VARCHAR{100)
JARCHAR(100) _— TmOrR e
. Description. VARCHAR(600
r_oT_residents: REAL

Figure 3. OMT-G Diagram

The final step was the evaluation phase. Since this unified database is not the ultimate

2 An object oriented data model for geographic applications [Borges et al. 2001]
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artifact but rather a part of it, the evaluation process involved comparing the modeled data with
the information defined in the documentation of the plans that originated these data. This task
was performed in parallel with the data transformations and modeling.

The final data modeling depicted in Figure 3 was implemented using PostgreSQL with
the PostGIS extension. This database was connected to Tableau, a widely known tool in the
field of business intelligence. With these tools, the other components of a DSS - user interface
and model - can be conducted more effectively. This is feasible because the data necessary
for analyses and visual constructions were modeled through a process that emphasizes data
quality, taking into account aspects such as consistency, accuracy, completeness, uniqueness,
and validity. Figure 4 represents one of the pages of the DSS proposed as the final artifact, in
which land use analysis and visualizations were created.

El6l Mendes

Pepulacho estimada por bairro

Uzo do seéa per tipo de utilizagao

Ieveunin tm aner 0 aen

Figure 4. DSS: Land Use
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5. Concluding Remarks

The data integration work presented in this article is part of a research project aimed at ad-
dressing the research question: how can decision-making in urban planning be facilitated? This
project starts from the premise that during the development of urban policy instruments in mu-
nicipalities, intermediate data products are generated that can be utilized to support this task.
By adhering to a systematic approach rooted in the Design Science Research Methodology, the
study navigated through stages of contextualization, data capture, conversion, cleaning, trans-
formation, and modeling. Notably, the integration of data from various municipal policy in-
struments, such as the Municipal Master Plan and the Multipurpose Real Estate Re-registration
Plan, underscored the significance of understanding local governance data flows. These data
are found in various formats and databases, necessitating efforts in understanding, contextual-
ization, cleaning, transformation, and modeling, which are summarized within the concept of
data integration. These steps are essential to enable the appropriate utilization of data for data
analysis and the construction of data visualization tools.

Utilizing data acquired in the processes of renewal of the master plan and real estate re-
registration from a municipality by NEIRU the integration process encountered obstacles like
inconsistencies in neighborhood names, discrepancies in data schemas, and the need for metic-
ulous data cleaning. These challenges were successfully addressed through systematic data
reconciliation and standardization techniques, enhancing data quality and ensuring accuracy.
The outcome of this work culminated in the creation of a comprehensive database, represented
by an entity-relationship diagram. The integration of distinct data sources has illuminated new
insights and relationships that were previously latent. This consolidated dataset serves as a
valuable resource for urban planning decision-makers, aiding them in devising well-informed
strategies and policies.

One of the main contributions of this project phase was the discussion and the demon-
stration of the feasibility of integrating heterogeneous data in the urban planning context while
considering data quality aspects, employing traditional techniques such as relational modeling.
Future endeavors encompass the execution of the subsequent stages of this research, includ-
ing data analysis to address questions and meet the data demands of municipalities. These tasks
correspond to the model and user interface within the proposed Decision Support System (DSS)
artifact, aimed at supporting decision-making in the realm of urban planning.
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Abstract. This paper introduces a novel method for summarizing multiple-
aspect trajectories (MATs), addressing challenges posed by their spatial, tem-
poral, and semantic dimensions. Our approach combines spatial grid-based
segmentation and temporal sequence analysis to compute representative data. It
segments trajectory data into spatial cells and captures the temporal sequence of
points within each cell to determine the temporal intervals of the MATs. Evalua-
tion using the average recall (AR) metric yielded satisfactory results, confirming
the utility of the method. This method has potential applications in various do-
mains, including transportation planning, urban analytics, and human mobility
analysis, crucial for informed decision-making.

1. Introduction

Understanding movement patterns in mobility data is crucial for various pur-
poses, including analyzing human, vessel [Etienne etal. 2016], and animal mi-
gration [Buchin et al. 2019, Gao et al. 2019], as well as phenomena like hurri-
canes [Lee et al. 2007, Seep and Vahrenhold 2019]. Mobility data is typically represented
as spatial-temporal points (x, y, ), referred to as raw trajectories. When enriched with se-
mantic information, such as points of interest (Pols) visited by the moving object, these
trajectories are known as semantic trajectory. When a trajectory or its points are as-
sociated with multiple semantic contexts, it is referred to as a Multiple Aspect Trajectory
(MAT) [Mello et al. 2019]. MAT data, characterized by its spatial, temporal, and semantic
dimensions, presents challenges due to the large data volume and aspects’ heterogeneity.
Amid this overwhelming data, a crucial task arises: extracting meaningful insights from
trajectories. The successful execution of this pivotal task is vital for conducting practical
analyses, making informed decisions, and solving complex mobility patterns.

Trajectory summarization methods have emerged as invaluable tools to distill es-
sential information from these massive datasets, aiming to reduce this complexity. By
computing representative trajectories from a set of data, these data can be used to teach
recommendation systems about individual movement patterns, for example, which can
then be used to provide personalized suggestions based on user preferences and behaviors.
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While surveys have been addressing trajectory data, its summarization of semantic infor-
mation remains an open issue [Fiore et al. 2020, Wang et al. 2021]. This lack of research
is probably due to the inherent complexity of these data, as different semantic contexts
may coexist and be related to different parts of a trajectory, making data summarization
tasks more challenging. The main challenge regarding MATs summarization is reduc-
ing data volume and variety by computing representative data, allowing the discovery of
the most relevant information of relevant information. Additionally, the effectiveness of
calculating a representative trajectory depends on its intended use.

Prior research mainly focused on reducing raw trajectory data, emphasizing spatial
dimension [Buchin et al. 2013, Buchin et al. 2019, Etienne et al. 2016, Gao et al. 2019,
Lee et al. 2007]. While recent studies have delved into extracting representative data from
MATs [Seep and Vahrenhold 2019, Machado et al. 2022], there remains a gap in encom-
passing data representing both spatial and temporal movement sequences, summarizing
all aspects involved in the original data.

This paper introduces MAT-SGT, an improved version of MAT-
SG [Machado et al. 2022] that summarizes a set of input MATs using a spatial
grid and temporal intervals. It identifies temporal intervals for all points within the same
grid cell, groups the points, and computes a representative point for each group. The
representative MAT is then calculated from the temporal sequence of these representative
points. MAT-SGT captures the main behaviors and features of the input MATs and
reduces the data volume with minimal utility loss. Detailed comparisons with related
work are discussed in Section 3.

We evaluate our approach using the Average Recall (AR) metric to measure the
quality of our representative MAT in capturing essential data characteristics. Our evalua-
tion demonstrated MAT-SGT effectiveness in summarizing MATs. We expand our eval-
uation to include the Foursquare (193 users) and the Gowalla (300 users) datasets, aug-
menting the scope of our experiments beyond our previous work with MAT-SG, which
focused on a smaller dataset.

The rest of this paper is organized as follows. Section 2 presents the basic concepts
associated with MAT-SGT. Section 3 is dedicated to related work. Section 4 describes the
proposed method. Section 5 presents an evaluation, and Section 6 concludes the paper
and outlines future works.

2. Basic Concepts

Trajectory data, as stated in the previous section, captures the sequential movement of
objects in space and time. The increasing availability of Location-Based Services (LBS)
and sensor technologies has led to voluminous and complex trajectory data, giving rise
to MATs [Mello et al. 2019]. MATs capture the sequential movement of objects and
encompass various aspects that reflect object movement behavior and characteristics.

Definition 2.1 (Multiple Aspect Trajectory). A MAT is a sequence of points
(p1, P2, ---, Pn), With p; = (x,y,t, A) being the i-th point of the trajectory generated in the
location (x,y) at timestamp t, and described by the set A = {ay : vy, a3 : Vg, ..., a, : V. } Of
r aspect-value pairs that characterize various aspects of the trajectory.

In short, an aspect represents relevant real-world facts such as social media posts,
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weather conditions, or transportation modes. Each aspect a; is characterized by attributes
that provide detailed information about the aspect. By encompassing multiple aspects,
MAT enables a more comprehensive understanding of the underlying trajectory data.

Figure 1 illustrates a MAT of an individual over one day. It includes diverse in-
formation such as transportation modes, social media postings, weather conditions, and
health information. As emphasized, the initial segment of the trajectory, between 11
pm and 8 am, consists of a set of data points in the same location. Each data point in-
cludes critical aspects: geographical coordinates, timestamp, and semantic aspects like
Pol ("Home”) and health information like heart rate and sleep stages. This example high-
lights the complexity of MATsSs, as they comprise attributes from multiple heterogeneous
aspects, making the analysis and extraction of meaningful insights challenging.

A 6:30pm-9pm
1lpm-8am 4
o &:30am-6pm
o | oo ;
@-./. & . ‘, . ) v
" 7 ”\ 5 ".Noise \ Price range
eart \Revi
rate Slt::: ot / \ Emﬁﬁz:’f v“Of)::-:";qP hours
Heart Ematicnal
rate  Status
Figure 1. A MAT describing an individual movement (Adapted

from [Mello et al. 2019]).

Trajectory summarization, in turn, refers to reducing the volume of trajec-
tory data while preserving its essential characteristics and patterns. By summarizing
trajectories, we can achieve a more compact representation that retains relevant informa-
tion [Hesabi et al. 2015]. Representative trajectories provide a concise and informative
presentation of the input dataset, facilitating analysis, visualization, and other trajectory-
based tasks [Machado et al. 2022]. Then, the representative trajectory data RT' is
formally defined as follows, considering 7 = {7},75,...,T,,} a set of n trajectories.

Definition 2.2 (Representative trajectory). It concisely represents T that retains crucial
details, poising quality, and utility while minimizing data loss.

In summary, employing representative data to understand the patterns within a set
of MATsS offers a powerful solution to tackle the challenges arising from the volume and
complexity of trajectory data, enabling more efficient storage, processing, and analysis.
It is important to note that the effectiveness of trajectory data summarization depends on
the specific purpose for which the representative data is intended. Different applications
or analysis tasks may require different levels of granularity and information preserva-
tion [Ahmed 2019]. Therefore, the computation of RT" should align with the specific
objectives and requirements of the intended use case.

3. Related Work

In management trajectory data, it is challenging to compute representative data that
balances quality and utility while minimizing loss. Previous research mainly focused
on raw data [Buchin et al. 2013, Buchin et al. 2019, Etienne et al. 2016, Gao et al. 2019,
Lee et al. 2007], recognizing MATSs present challenges requiring specialized treatment.
This section explores methods for computing a representative trajectory (R1') from a
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set of MAT, focusing on movement patterns. In 2019, [Seep and Vahrenhold 2019] pro-
posed a Finite State Machine (FSM) to identify common transitions among movements,
with each state representing a common point and a sequence of states yielding the RT'.
However, this method did not consider the aspect-specific types within MAT's since all at-
tributes of the MAT points are spatial or non-spatial. It is important to note that this work
lacks sufficient detailed information, as it is a short paper, making it hard to understand
and fully reproduce the method.

In 2022, a method designed explicitly for MATs was proposed (MAT-
SG) [Machado et al. 2022]. MAT-SG segments the input MATS into a spatial grid and
performs summarization within each relevant cell. Compared to the previous method,
the key difference is that MAT-SG treats all aspects of MATs individually, allowing for
a more comprehensive representation of the data. Additionally, MAT-SG establishes a
mapping between the input MATs and the computed representative MAT, preserving the
relationship between the original data and its summarized representation. However, the
MAT-SG method consists of spatial segmentation and data summarization. It helps to
identify movement patterns specific to each spatial area, addresses various dimensions,
and treats each semantic type individually. However, it does not account for identifying
temporal sequences within the movement patterns. In contrast, our method, MAT-SGT,
is a data summarization method specifically designed to compute representative MATS
identifying the temporal sequence associated with the movement pattern. At the same
time, it includes mappings between input MAT's and the representative MAT.

Table 1 compares MAT summarization methods regarding the aspects considered
in the movement pattern. The column Aspects Considered indicates whether each dimen-
sion is entirely (v") or partially (J) considered. The Movement Pattern column suggests
the same about the dimensions involved in computing representative data.

Table 1. Related work comparison

MAT Summarization Analysis Mapping
Method Aspects Considered Movement Pattern Information
Spatial | Time | S tic | Spatial | Time | S tic
[Seep and Vahrenhold 2019] v O O v
MAT-SG [Machado et al. 2022] v v v v v
MAT-SGT v v v v v v

4. The Method

This section introduces a novel method for computing representative MAT, named MAT-
SGT (Multiple Aspect Trajectory Summarization based on a spatial Grid and Tempo-
ral sequence) - Available at https://github.com/RepresentantativeMAT/
MAT-SGT.qgit. Our approach aims to fill the gap in the literature on MAT summariza-
tion. Recognizing that the computation of representative trajectories should align with the
specific objectives and requirements of the intended use, MAT-SGT focuses on capturing
the main behavior and characteristics of input MATSs, considering the spatiotemporal den-
sity and frequency of each aspect attribute value.

Analyzing and extracting meaningful insights from MAT data, which includes
spatial, temporal, and semantic aspects, can be challenging. Considering this issue, our
method analyzes the distribution of points over time and space to identify information
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values that best represent the main behavior exhibited in the input MATSs. By leveraging
spatiotemporal analysis techniques, we can capture patterns in movement, providing valu-
able insights into the overall trajectory data with a focus on the spatiotemporal sequence.

To maintain representative MAT generated by MAT-SGT, we rely on a conceptual
data model (Figure 2). It provides a standardized representation of the input data and
keeps the representative points and their mappings to the input points.

<<enum> > MultipleAspect Trajectory TemporalAspect
SemanticType -1d : it - stantTime : Date
- <<enum constant>> CATEGORICAL ! int = description : String - endTime : Date
- <<enum constant>> NUMERICAL : int
1
1
AttributeValue <<composedOfs >
- type - value : Object
- proportion : float Lo
AttributeValue Point
SemanticAspect | * & i L= RepresentativePoint
A 4 Q'
- name | String - x ! double
-y : double

Figure 2. The conceptual model for MAT-SGT

The conceptual model encompasses all dimensions of a MAT point. Spatial infor-
mation is captured through the = and y coordinates. The temporal aspect can be repre-
sented as a single timestamp or interval denoting the start and end times. The semantic di-
mension is organized as a set of attributes associated with its corresponding value. These
attributes can be categorical or numerical, providing insights into different characteristics
or properties of the MAT point. We also model representative points. It can encompass
all the attributes of MAT points as a specialized class. A sequence of these representa-
tive points forms the final representative MAT, the RT'. To compute R7’, we summarize
the information into representative MAT points (p,). Each one is derived by considering
multiple input MAT points, and a relationship between the p, and its corresponding MAT
points is established and maintained to ensure accurate representation.

4.1. MAT-SGT Architecture

Figure 3 gives an overview of the MAT-SGT method, which consists of two main com-
ponents: (i) Data Segmentation and (ii) p, computation. The first one aims to identify
underlying data patterns based on data density (spatiotemporal), while the second focuses
on summarizing the data by analyzing its frequency.

Daota Segmentation
- ~

a output

dota

Represenialive
MALT (BT}

Figure 3. Overview of the MAT-SGT method.
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The method takes a set of filtered MATSs (T) based on specific criteria! (step 1).
Then, the input MAT points are segmented into a cell grid (step 2) to identify relevant
cells. For each relevant cell, steps 4 to 6 are computed representative points p, that sum-
marize all dimensions and capture essential input data characteristics. During the MAT-
SGT process, computed p, are ordered by temporal dimension (step 7). This produces
the RT output data (step 8). The best RT is selected in step 9. The best RT is deter-
mined by its similarity, coverage, and superiority over others in two new computations.
Section 4.5 provides a detailed explanation of the selection process. MAT-SGT offers a
comprehensive representation of behaviors and characteristics of input MATSs, consider-
ing spatial and temporal density and frequency of attribute values. The next section details
the MAT-SGT process.

4.2. Algorithm

MAT-SGT considers a set of input parameters, listed in Table 2, besides the input MATS.
Analysts can define 7,. and 7,., as needed. Unlike our previous method, MAT-SGT au-
tomates the calculation of the cell size of the spatial grid by iteratively analyzing the
representative trajectory for different values of z, selecting the optimal value that yields
the best RT'. This iterative procedure is explained in detail in the following.

Table 2. Parameters of MAT-SGT
Parameter Explanation Default

T Set of previously filtered input MAT's -
Minimum proportion of all input MAT points |T".points|,

deciding if a cell is considered a relevant cell to compute p,.
Tro A rate of representativeness value for ranking values” 10%

rc=2

* Ranking values are computed by data frequency, specifically only for the temporal
dimension and categorical values of the semantic dimension.

The MAT-SGT algorithm (Algorithm 1) computes an RT by identifying the op-
timal spatial segmentation. The algorithm first computes the minimum spatial threshold
(minT,) to measure the dispersion between input points. It then determines the initial z
value by calculating the distance between the grid origin (0,0) and the point that is fur-
thest away from it (line 5). Since all cells in the grid have the same size, this initial 2
value is used to generate a grid with a single cell containing all MAT points (lines 7 and
8). It iteratively reduces the z value to compute a better RT" (lines 6 to 26). The algo-
rithm aims to find the optimal segmentation for better R7". Each iteration segments data
spatiotemporally, based on the current z value, providing spatial allocation (Cell Grid
allocation step), and calculates representative points by analyzing the temporal intervals
for each group of points. The temporal sequence of representative points generates the
RT. As stated before, MAT-SGT accomplishes MAT summarization through two internal
components: (i) data segmentation; and (ii) p, computation. The quality of the resulting
RT is compared to the previous (better RT'). If it improves by at least 10%, better RT
gets updated. The algorithm stops and returns the best RT" if no improvements are found
in two iterations. The two components of the MAT-SGT method are detailed next.

I Criteria like clustering or filtering are out of the scope of this paper. Instead, we focus on tasks such as
analyzing the patterns of individuals during specific time periods using MATs generated from check-ins as
an example of a simple filter.
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Algorithm 1: MAT-SGT

input : T, 7rc, Tro

output: RT' /* representative trajectory */
rc < |T.points| X Trc;

1
2 minTs <— computeMinSpatialThreshold();
3 rt,betterRT < ()
4 better RT'measure, count < 0;
5 z < computeMaxZValue();
6 while z > 1do
// component (i) - Fig. 3 (steps 2 and 3)
7 cellSize «+ computeCellSize(minTs, 2);
8 relCells < cellGridAllocation(rc, cellSize);
// components (i) and (ii) - Fig. 3 (step 4 and 5)
9 setGroupPoints < STIdefinition(relCells, Trv);
/I component (ii) - Fig. 3 (step 6)
10 foreach eachGroupPoint € setGroupPoints do
11 pr  computeRepPoint(eachGroupPoint, Try);
12 rt <—rtUpyp
13 rt.sort(); // order by STI - Fig. 3 (step 7)
// analysis of better RT" - Fig. 3 (step 9)
14 measure < medianSimilarityMeasure(rt, T);
15 T < computeCoveredPoints(rt);
16 rtMeasure < (measure X 0.5) + (T¢ x 0.5);
17 if (rtMeasure x 1.1) > better RI'measure then
18 better RT'measure < rtMeasure;
19 better RT <+ rt;
20 rt <0
21 count < 0;
22 else
23 L count + +;
24 if count > 1 then
25 ‘ break;
26 z + 2z X 0.85;

27 return better RT)

4.3. Data Segmentation Component

This component performs data segmentation in two steps: cell grid allocation and tempo-
ral intervals definition. First, the cell size is computed based on the value of z and min7,,
which determines the granularity of spatial segmentation. The input MAT points are then
allocated into the corresponding cells of the spatial grid, and relevant cells are identified,
i.e., the cells with sufficient points (at least rc) to provide meaningful representation and
insights. In the second step, the relevant cells are analyzed to compute Significant Tempo-
ral Intervals (STI) for data segmentation and computation of representative points. STI
rank is calculated for each relevant cell by analyzing all temporal intervals within the cell
and their tendency. MAT-SGT defines the STIs for each cell, capturing temporal patterns
of input MATs. Finally, representative points are grouped by STI, allowing for extracting
meaningful points that share similar temporal characteristics.

4.4. p, Computation Component

MAT-SGT uses the second component to summarize each group of points obtained from
the first component. This involves computing a representative point (p,.) for each group
by summarizing the spatial, temporal, and semantic dimensions. These p,.’s, arranged in
a temporal sequence, constitute the R7.

The centroid of the points within each group is computed for the spatial dimen-
sion. For the temporal dimension, we consider the sti; of the group. For the semantic
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dimension, different strategies are applied for categorical and numerical aspects. For nu-
merical aspects (e.g. temperature or air humidity), we compute the median value. For
categorical aspects (e.g. transportation means or weather conditions), we rank the repre-
sentative mode values. MAT-SGT uses a predefined threshold (7,,) to determine which
rank values are representative and reorganizes the proportion of these values.

For the sake of understanding, consider a group of five data points with POI in-
formation: two points labeled “restaurant”, two points labeled “university”, and one
point labeled “library”. Applying MAT-SGT, the initial mode values are “restaurant”
and “university”, each representing 40% of the data, while "library” accounts for 20%.
With a representative value threshold of 7., = 25%, the “library” value is excluded as a
representative value. The proportions of “restaurant” and “university” are updated, with
each now representing 50% of the representative values. The reorganization ensures an
accurate representation of values within the group, summarizing categorical data. The p,
computation step combines centroids, sti;, and representative values for numerical and
categorical aspects, contributing to determining the RT'.

4.5. Computation of the Better Representative Trajectory

MAT-SGT employs similarity measure and covered MAT points to compute the better
RT'. The similarity measure is computed using MUITAS, the state-of-the-art measure for
MATs. MAT-SGT calculates the measure between each input MAT (7' € T) and the RT
using the function medianSimilarityM easure (line 14). The resulting measure is the
median of similarity measures forall 7' € T.

To maximize coverage, MAT-SGT computes the covered MAT points (1) using
the computeCoveredPoints function (line 15). T quantifies how well the RT covers
the input MATs by measuring the proportion of covered MAT points across all 7' € T.
In line 16, the equation reflects the coverage of both MAT points and information. This
measure combines the similarity measure and coverage proportion to identify the RT that
maximizes coverage for both MAT points and the contained information.

The MAT-SGT method prioritizes spatiotemporal segmentation. If all points in
the same cell are semantically different, the algorithm computes at least one representa-
tive point considering spatial and temporal dimensions. This approach emphasizes the
representativeness of a specific location at a particular time in the input MATs. By incor-
porating temporal density analysis, the method captures the significance of an area at a
particular moment, considering the dynamic nature of the data.

4.6. Running Example

To illustrate MAT-SGT works, consider MATs T = (q,r,s) representing trajecto-
ries of different individuals, where ¢ = (Dg,, Pgss s Pgn)s T = (Pr1sPros -, Prpn) and
S = (Psys Psys -+, Ps, ) - Figure 4 shows the trajectories and related aspects like price spent
at Pols, visited Pols, the weather conditions, and the rain precipitation.

We used 7. = 25% and 7, = 25% as input values. As |T.points| = 17, a cell
must contain more than 4 points to be relevant. Figure 5 shows the resulting r¢ (red line)
in different perspectives. Figure 5 (a) shows the spatial distribution of the R7T' computed
from T. Figure 5 (b) illustrates a spatiotemporal perspective displaying the evolution of
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Figure 4. Sample data with point aspects information for trajectories ¢, r, and s.

the input MATs and the computed RT'. Figure 5 (c) provides detailed output about the
RT. Data summarization occurs within cells with more than one point.

9
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Figure 5. Resulting in representative trajectory (RT) visualization in different
perspectives: (a) Spatial; (b) Spatiotemporal; and (c) RT description.

a

To summarize, in the first cell, we identify two important time intervals (st:) from
the input MATS in this cell during the Temporal Intervals definition step. The first st:
covers the time interval between 05:45 and 05:50, while the second covers 22:15 to 23:30.
These sti’s contain critical MAT points that contribute to the computation of RT’, with
prt, Tepresenting the referent MAT point for the first segment (derived from p,,, p,,, and
Ds,), and p,., represents the referent MAT point for the second segment.

In short, the MAT-SGT method aims to calculate an R7" that captures the main be-
havior of input MAT's using spatiotemporal density and frequency of each attribute value.
It analyzes the distribution of MAT points over time and space and identifies significant
segments and aspects to represent the key features of the input MATS.

5. Experimental Evaluation

This section presents the first MAT-SGT evaluation in Java, conducted on a Dell Inspiron
laptop with an Intel Core i5 processor and 16 GB memory. We will present the datasets
(Section 5.1), the experimental setup (Section 5.2), and the results (Section 5.3).

5.1. Dataset

We performed experiments on two datasets: Foursquare NYC and Gowalla. Foursquare
NYC dataset is a well-known trajectory dataset used in other works [Petry et al. 2019,
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Portela et al. 2022]. It holds check-ins in New York City from April 2012 to February
2013, with semantic information about the weekday, weather condition, and category,
price, and rating of the POIs. The final dataset has 3079 trajectories of 193 users.In
turn, Gowalla Location-Based Social Network is a dataset collected worldwide between
February 2009 and October 2010. We used 300 random users for analysis and limited
the trajectory sizes between 10 and 50 check-ins, resulting in 5329 trajectories. Trajecto-
ries provide the anonymized user of the check-in, the POI, space, and time information,
enriched with the semantic weekday information.

5.2. Experimental Setup

As we do not identify in the literature a common strategy to evaluate a representative
MAT, we measure the RT utility by applying the Average Recall (AR) metric as inspired
by an experimental evaluation of the similarity measure work of [Petry et al. 2019]. We
adopted their evaluation methodology and dataset, leveraging their ground truth segmen-
tation to evaluate our method, but our focus was distinct. We aim to quantify the quality
of our summarization and representative data computation, evaluating the utility of RT's
within the context of the input dataset. AR measures the recall based on the similarity
between the RT computed by MAT-SGT and other trajectories in the dataset.

To evaluate the trajectories, we calculate the R7" for each group by dividing the
dataset (D) into groups (1" € T € D) based on the assumption that trajectories within the
same group are similar. The goal is to ensure that the RT" of each group exhibits high
similarity values with the trajectories in that group. We use the trajectories of each user as
the ground truth, expecting that trajectories from the same user are more similar to those of
other users. Subsequently, we ranked trajectories by similarity, measuring recall. Recall
measures the fraction of relevant trajectories that are retrieved. Ideally, the top & most
similar trajectories within each group should belong to the same group (k' = |T0upl).
which helps assess the effectiveness of the RT in ranking same-group trajectories. We
performed experiments using the MAT-SGT method to each user’s ground truth. The
method was repeated with different parameter settings (7, and 7,.) with values varying
from 5% to 25% (25 runs for each user), allowing the evaluation of the sensitivity and
robustness of MAT-SGT.

We use MUITAS [Petry et al. 2019] to measure the trajectory similarity, the state-
of-the-art w.r.t. MAT similarity measure. Proximity functions assess spatial, temporal,
and semantic matching between 7' € T and RT, considering the distinct structure of RT'.
We use the Euclidean distance measure for spatial matching, considering 2 x cellSize as
the threshold. For temporal matching, we use the timestamp value of 7' falling within
the interval of RT'. For semantic matching, we evaluate attribute values for numeric and
categorical types. A numerical match considers a threshold of 10% of the RT value,
while a categorical match considers if the value of 7" is within the range of values of RT.
We set w = 1/3 for each dimension of MUITAS to balance all of them.

5.3. Results and discussion

The AR metric results are summarized in Table 3 and 4 for the Foursquare and Gowalla
datasets, respectively. The tables show the AR of the RT' in ranking user trajectories
within the same group for the given parameter configuration. Higher values indicate better
exactness and are highlighted in bold, while the lowest values are underlined.
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Table 3. AR of ranking user tra- Table 4. AR of ranking user tra-
jectories in Foursquare dataset jectories in Gowalla dataset
=Tl 00s 010 015 020 025 | 701 005 010 015 020 025
0.05 || 0.865 | 0.867 | 0.860 | 0.844 | 0.831 0.05 || 0.937 | 0.933 | 0.934 | 0.928 | 0.921
0.10 || 0.637 | 0.618 | 0.624 | 0.628 | 0.618 0.10 || 0.736 | 0.742 | 0.748 | 0.743 | 0.731
0.15 || 0.446 | 0.457 | 0.468 | 0.496 | 0.475 0.15 || 0.518 | 0.558 | 0.582 | 0.591 | 0.591
0.20 || 0.426 | 0.434 | 0.440 | 0.437 | 0.430 0.20 || 0.390 | 0.447 | 0.490 | 0.507 | 0.513
0.25 | 0.392 [ 0.399 | 0.417 | 0.416 | 0.413 0.25 || 0.364 | 0.426 | 0.483 | 0.502 | 0.509

The analysis of the results shows that the best values for 7,., are around 0.05, with
decreasing values of AR as 7,, increase, suggesting the effectiveness of larger cell sizes
in capturing group characteristics. Smaller cell sizes and stricter relevance criteria pose
challenges for computing an R7" that performs well across different scenarios.

Our RT computation method was evaluated in various scenarios and achieved an
overall AR score of 0.914 for Foursquare and 0.960 for Gowalla. The best parameter
configuration displayed a median recall value of 0.96 for Foursquare and 1.0 for Gowalla,
demonstrating the effectiveness of our MAT-SGT method in summarizing user trajecto-
ries. Results are presented in Table 5.

Table 5. The compiled results of all experimental evaluation

Best By User All Results
Dataset Standard
AR | Median | AR | Median . Max. | Min. | Total | Incomplete
Deviation
Foursquare NYC | 0.914 | 0.96 0.564 | 0.6 0.338 1.0 0.0 4581 | 219 + (1 user)
Gowalla 0.960 | 1.0 0.639 | 0.78 0.351 1.0 0.0 6794 | 331 + (4 users)

The MAT-SGT method selects parameter configurations for each user using spatial
and temporal density segmentation, analyzing aspect frequency in each segment. Insuffi-
cient density to determine a behavioral pattern results in no data. The Incomplete column
shows the number of parameter configurations that did not yield an R7. Considering
different configurations is crucial because users exhibit different behavioral patterns.

6. Conclusion

This paper introduced the MAT-SGT method for summarizing trajectories with multiple
aspects and providing representative data. The effectiveness of computing an R7" depends
on its intended purpose. However, previous methods, such as the FSM-based approach
[Seep and Vahrenhold 2019] and MAT-SG [Machado et al. 2022], had limitations in cap-
turing temporal sequences. To address these limitations, MAT-SGT treats semantic types
individually and identifies temporal sequences within movement patterns. It provides rep-
resentative data and allows for identifying patterns and assessing data representativeness.

The AR metric evaluation highlights the effectiveness of MAT-SGT in capturing
similarity between R and other trajectories. Our experiments provide insights into the
performance of MAT-SGT and underscore the significance of parameter selection for op-
timal results. Parameter selection significantly impacts the quality and utility of RT's,
emphasizing the need for careful tuning to achieve optimal results.

Notably, we were unable to compare MAT-SGT and the previous work directly.
In [Seep and Vahrenhold 2019], due to the unavailable source and insufficient informa-
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tion provided in the short article, it also lacked output data. Furthermore, it is important
to highlight the distinctive goals of MAT-SG and our proposed extension. MAT-SG aims
to identify representative spatial areas, while our extension focuses on identifying repre-
sentative data with both spatial and temporal dimensions.

The findings support the effectiveness of MAT-SGT in extracting R7's from spa-
tiotemporal data, with potential applications in personalized recommendations, anomaly
detection, and urban planning. Future work aims to refine the parameter selection process
to enhance the method’s performance in diverse datasets and real-world scenarios.
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Abstract. Large trajectory datasets have led to the development of summariza-
tion methods. However, evaluating the efficacy of these techniques can be com-
plex due to the lack of a suitable representativeness measure. In the context
of multi-aspect trajectories, current summarization lacks evaluation methods.
To address this, we introduce RMMAT, a novel representativeness measure that
combines similarity metrics and covered information to offer adaptability to di-
verse data and analysis needs. Our innovation simplifies summarization tech-
nique evaluation and enables deeper insights from extensive trajectory data.
Our evaluation of real-world trajectory data demonstrates RMMAT as a robust
Representativeness Measure for Summarized Trajectories with Multiple Aspects.

1. Introduction

In an era of vast trajectory data generated by individuals, vehicles, and objects, the need to
distill valuable insights is paramount. The proliferation of the Internet of Things (IoT) fur-
ther enriches trajectories with multiple aspects, such as weather conditions during travel,
the individual’s mood, and social media posts. Extracting representative information from
trajectories is crucial for effective analysis.

Trajectory summarization methods provide essential tools for creating concise
representations, allowing analysts to efficiently comprehend and leverage the underlying
movement patterns. Nevertheless, evaluating the effectiveness of these summarization
techniques is a complex task, often hampered by the lack of a robust and comprehensive
measure of representativeness [Seep and Vahrenhold 2019, Machado et al. 2022].

This article introduces the Representativeness Measure for Multiple-Aspect Tra-
Jectories (RMMAT), addressing the challenge of assessing how well a representative tra-
jectory reflects the original data. By applying the power of similarity metrics and covered
information, RMMAT provides a multifaceted measure that quantifies the quality of rep-
resentative trajectories in terms of their representativeness to the complete input dataset.
This score, adaptable within a customizable configuration, empowers analysts to tailor
the evaluation process to align the unique demands of their analytical scenarios.
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By filling the void left by the lack of a comprehensive representativeness measure,
RMMAT equips researchers with a potent tool for extracting insights from summarized
multiple-aspect trajectory (MAT) data in the burgeoning trajectory data landscape.

In subsequent sections, we delve into RMMAT’s formulation, rigorous experi-
mental evaluations, and facets related to similarity and covered information. We evaluate
RMMAT using the Foursquare dataset (193 users), with promising results.

The rest of this paper is organized as follows. Section 2 introduces foundational
concepts. Section 3 is dedicated to problem and scope definition. Section 4 describes the
proposed measure. Section 5 presents evaluations, and Section 6 concludes the paper.

2. Fundamentals

Geolocation services have become crucial in modern technology, leveraging vast
amounts of data from large-scale tracking to monitor the movement of objects. This
data is increasingly harnessed for purposes such as analysis, mining, and decision-
making [Renso et al. 2013, Oladimeji et al. 2023].

The concept of a trajectory has evolved over time. Initially, a raw trajectory re-
ferred to the sequential movements of an object through geographical space over time,
as defined by [Erwig et al. 1999]. This raw trajectory comprised two dimensions: spatial
and temporal. Around 2007, the notion of a semantic trajectory emerged. Here, a third
dimension was added, enriching the raw spatiotemporal trajectory (x, y, ) with semantic
data. One example could be a point of interest (POI), like a restaurant, that the object had
visited [Parent et al. 2013].

With the proliferation of the Internet of Things (IoT) and social media, trajecto-
ries have been further enriched with diverse semantic information. When trajectories,
or their specific points, are associated with multiple semantic contexts, they are referred
to as multiple aspect trajectories (MAT) [Mello et al. 2019]. This trajectory also encom-
passes three dimensions (spatial, temporal, and semantic), but the semantic dimension
can represent multiple and heterogeneous aspects.

As depicted in Figure 1, an individual’s trajectory throughout a day serves as
an example. The raw trajectory retains spatiotemporal data about the individual (Fig-
ure 1(a)). Conversely, Figure 1(b) illustrates a semantic trajectory, where contextual in-
formation is associated with the raw data, like Pols (home, work, and restaurant).

Figure 1(c), in turn, showcases a raw trajectory enriched with multiple informa-
tion, like the mean of transportation used by the individual, postings on social networks,
weather conditions, health information, and so on. It emphasizes the complexity of MATs
since the three dimensions can hold simple or complex attributes depending on the domain
context. Moreover, MATs can generate vast amounts of data at high frequency, making
it challenging to extract meaningful insights. In order to address this issue, a promising
strategy is to compute summarized data from a set of MATS, as proposed in some works
[Seep and Vahrenhold 2019, Machado et al. 2022, Machado et al. 2023].

2.1. Trajectory data summarization

Managing trajectory data is a big challenge due to the vast volume and variety of data
continuously generated by different devices, resulting in an overwhelming volume and

38



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

6:30pm.9pm

11pm-Sam p— e

. . P 3

(@) =32, #:30ampm 4 s

® o0, o, .
Cea e e ottt

11om-8am 6:300m-9pm

B8:30am-6pm ll )

(20
e .
BRAC

(b) (id),

......

A 6:30pm-9pm
11pm-Sam . W 53

o #;:30am-6pm A ',‘
[ Voswy ooy | O =..5°. £

€ i S " G pd
""" R (- o P R
* 20 Noise \-Price range
Heart Stage of Temperature Reviews
rate  sieep Air polution Open-close
Heart Emotional hours
rate  sratus

Figure 1. An example of a raw trajectory (a), semantic trajectory (b), and multiple
aspect trajectory(c). Adapted from [Mello et al. 2019].

diversity of information [Martinez et al. 2018, Gao et al. 2019]. In this context, data sum-
marization emerges as a viable strategy to condense similar trajectories and reduce the
complexity of data management.

Trajectory summarization aims at reducing the volume of trajectory data while
preserving its essential characteristics and patterns in a more compact representa-
tion [Hesabi et al. 2015]. Representative trajectories, in particular, provide a concise and
informative presentation of a trajectory input dataset, facilitating analysis, visualization,
and other trajectory-based tasks. In short, MAT summarization encompasses a process of
abstraction from a set of MATS, culminating in a representative MAT. Notably, the repre-
sentative MAT need not exhibit complete congruence with every individual MAT, but it
captures the overarching essence of the dataset [Machado et al. 2022].

Understanding patterns in trajectories can help data analysts make better deci-
sions. These patterns can serve as invaluable tools for diverse applications, such as ana-
lyzing traffic patterns within a city or identifying regions with elevated crime rates. As
depicted in Figure 2 (left), the MATs across distinct days offer a comprehensive insight
into an individual’s movements. Meanwhile, the right side illustrates the culmination of
these MATs into a representative MAT. This summarized representation effectively en-
capsulates the individual’s frequent activities.
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Figure 2. Examples of MATs (left) and a representative MAT for them
(right) [Machado et al. 2022].
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3. Problem Definition

In Figure 2, an example of trajectory summarization applied to input dataset D (D =
{p, ¢, r}) generates the Representative Trajectory (RT). However, an issue with existing
literature is the lack of a well-defined measure for evaluating how well the representa-
tive data accurately represents the entire dataset D. Studies [Seep and Vahrenhold 2019,
Machado et al. 2022] highlight this common challenge when computing representative
trajectories from MATs.

This paper intends to answer this fundamental question: "How much of the RT
captures and reflects the original MATS’ essence within an input dataset D?’. The com-
putation of RTs should align with specific use case objectives and requirements, as differ-
ent applications may necessitate varying levels of granularity and information preserva-
tion [Machado et al. 2022].

The scope of this work is to propose a novel representativeness measure tailored
for big trajectory data with multiple aspects, aiming to quantify how much information
the RT covers from the input dataset D and how similar this RT is to the entire dataset. We
aim to facilitate the evaluation of summarization techniques and extract valuable insights
from extensive MAT datasets.

4. RMMAT: Representativeness Measure for Multiple-Aspect Trajectory

In this section, we introduce the fundamental concepts of our work, which is called RM-
MAT!: a representativeness measure for MATs. We introduce a novel Representativeness
Measure grounded in a similarity metric and covered information. By giving numerical
values to the similarity, the measure provides a concrete and measurable way to measure
how closely the RT reflects the complex patterns within the input dataset. By the covered
information, this component enables us to examine whether the RT can encapsulate spe-
cific points from the input dataset, effectively reflecting the integrity of the RT concerning
the entire dataset. By blending these two components, RMMAT aiming results in a rigor-
ous and objective measure enables the evaluation of how well the RT captures the data’s
intricacies. This measure aims to overcome limitations in evaluating representativeness
in summarized MAT.

4.1. Similarity Metric Component

The trajectory similarity metric measures how similar two trajectories are based on at-
tributes such as spatial positions, temporal sequences, and potentially additional seman-
tic aspects. It quantifies how much they share common patterns in terms of movement
through space, time, and semantics. While traditional measures compare trajectories
pairwise, the challenge is to measure the similarity of an RT against the entire dataset
of trajectories.

We calculate the similarity between RT and each {73, T5, ..., T,,} € D, considering
that D and RT are non-empty. We use the median value of the similarity measure to
account for skewed distributions or outliers in the dataset. To address this concern, we
opt to use the median value of the similarity measure across all pairs of MATs (RT" and
each T' € D), given that 0 < Similarity < 1. The median is less affected by extreme

'Source code available at https://github.com/Representantat iveMAT/RMMAT.git

40



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

values or anomalies in similarity scores, resulting in a more balanced representation of
central tendency. The equation is given by:

|Similarity (RT, D)| = 0
Me({Similarity(RT,Ty), Similarity(RT, Ts), ..., Similarity(RT,T,)})
Find the median similarity value between R7 and all 7" € D by using the function
M e that calculates the median of similarity scores.

4.2. Covered Information Component

In order to compute the covered information within D by RT, we evaluate the MAT points
of each 7; € D that RT covers and aim to derive the proportion of covered information in
a non-negative value. This computation is defined as:

(ngp c RT) o

| D.points|

The objective of RMMAT is to harmonize both components: (i) the similarity
between RT and all MATSs and (ii) the measure of the coverage input MAT points by RT,
when available. So, the representativeness measure score between the RT and the input
dataset is calculated by the final function RMMAT, with RMMAT € [0,1]:

D

. . . ZpETp g RT

RMMAT = wgp, X |Similarity (RT, D)| 4+ Weoper X i €)

| D.points|

The weights wy;,, and wq.- represent the importance of each component for com-

puting the representativeness between trajectories for a specific scenario. We assume that

Wsim + Weover = 1.0. Components with higher weights have a more pronounced impact
on the final representativeness scores.

5. Experimental Evaluation

This section presents a running example of how RMMAT works and evaluates it through
experimentation in a real dataset to assess its accuracy, robustness, and practicality in
capturing trajectory data. The experiments were conducted on a Dell Inspiron laptop
with an Intel Core i5 processor and 16 GB memory using Java. We describe the datasets
(Section 5.1), the general experimental setup (Section 5.2), and two evaluations analyzing
the relevance of RT concerning similarity information and covered information (Sections
5.4 and 5.5) in the following sections.

5.1. Dataset

We used the Foursquare NYC dataset, which includes check-in records from April 2012
to February 2013 in New York City. The dataset is enriched with contextual information
such as weekday, category, price, rating of the POIs, and weather conditions. The dataset
includes 3079 trajectories from 193 users, with each trajectory containing around 22 data
points, and each user is associated with an average of about 16 trajectories.

41



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

5.2. General Experimental Setup

In computing RMMAT, several key elements require definition: (i) the selection of
a summarization method responsible for deriving representative data; (ii) the estab-
lishment of an appropriate similarity measure; (iii) the definition of weights (/) to
individual components. We opt for the state-of-the-art MAT summarization method,
MAT-SGT [Machado et al. 2023], and the widely recognized MAT similarity measure,
MUITAS [Petry et al. 2019], to estabhsh trajectory similarity. We employ a balanced

weights strategy, setting W = Weoper = 5.

5.2.1. Summarization method setup

MAT-SGT summarizes data on a grid of cells. Two parameters are required for its setup:
(i) 7, (threshold RV), which determines representative values, and (ii) 7, (threshold RC),
which sets the minimum number of MAT points for a cell to qualify for summarization.

We performed experiments by executing MAT-SGT in each ground truth, i.e., we
consider each user as the criterion to cluster MATSs into groups. The method was repeated
for each user with different parameter settings for 7,., and 7., varying from 0% to 25% (0,
1, 5, 10, 15, 20, 25), to evaluate the sensitivity and robustness of the RMMAT measure.

We established our criteria since we did not identify a common strategy to evaluate
a representative MAT to be used as a benchmark in the existing literature. For each group,
we select the MAT t¢; with the median similarity score as the baseline, computed across
all trajectories in the group. This ensures that the baseline acts as a reference point for
comparison purposes.

5.2.2. Similarity Measure setup

To compute similarity using MUITAS, settings must be defined, including features,
weight, and proximity functions. Each attribute in the input dataset is defined as a sin-
gle feature. Proximity functions consider spatial, temporal, and semantic aspects with
weight-balanced dimensions. Since R1' by MAT-SGT follows a different structure (rank
values for categorical values of the semantic and temporal dimensions), analysis and
different settings are required. Adopted functions are: (i) Euclidean distance for spa-
tial dimension. A match occurs if the distance between a trajectory ¢; in the group
and RT coordinates is within a predefined threshold (4 x point DispersionMeasure).
The point DispersionM easure is determined by the spatial dispersion of MAT points in
MAT-SGT; (ii) for the temporal dimension, we assess the match between RT and other
trajectories ¢; in the group by evaluating the temporal interval of RT'. A match occurs if
the timestamp of ¢; lies within the interval. The baseline, which follows the same format
as input trajectories, uses a 30, 45, or 60-minute threshold for analysis; (iii) for semantic
dimension, we evaluate attribute matching for numeric and categorical data types. For
numeric data types, a match occurs if the difference in attribute values is <= 10% of the
RT value. For categorical data types, a match occurs if the attribute value falls within the
range of RT values.

42



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

5.3. Running Example

We introduce a Running Example to illustrate the functionality of RMMAT. It consists
of a set of input MATs D, each representing a trajectory attributed to a different indi-
vidual. The input MATs and their corresponding RT are shown in Figure 3. They are
represented by spatial and temporal information, along with the price and category of the
Pols, weather conditions, and precipitation.

input MATs

pq1 = [(0.0, 6.2), 05:45, Home, Clear, 10}
pq2 = [(0.8, 6.2), 11:57, $$, Library, Clouds, 20]
1 pa3 = [(3.1,11), 17:12, §3, Shopping, Clear, 10)
i pad = [(4.3, 16.9), 19:39, University, Clear, 0]
pqs = [(6, 13.1), 22:24, §, Restaurant, Clear, 0]
pq6 = [(0.6, 6.5), 23:20, Home, Clear, 10}

pr1 =[(0.4, 6.7), 06:15, Home, Clear, 15]

pr2 = [{2.5, 10.5), 10:10, $§, Library, Clouds, 15)
pr3 = [(3,13.5), 12:20, $$$, Restaurant, Clouds, 0]
prd = [(5.8, 16,5), 14:00, University, Clouds, 15]
pr5 = [(6.3, 13), 21:23, §, Restaurant, Clear, 10]
pré = [(0.4, 6.6}, 23:30, Home, Clear, 10]

ps1 = [(1, 6.8), 06:50, Home, Clear, 10]

ps2 = [(4, 14.5), 10:35, $$, Shopping, Clouds, 15|
ps3 = [(4.3,17.9), 14:15, University, Clouds, 15]
psd = [(6.3, 13.1), 18:00, $, Restaurant, Clear, 10]|
Ps5 = [(6.4, 11), 22:15, §$, Restaurant, Clear, 10}

Representative MAT

prt1 = [(0,5, 6,6), 05:45 - 06:50,
$, Home, Clear, 10,
[pa1, pri,psi]]

pri2 = [(5,1, 17,2), 14:00 - 14:15,
$, University, Clouds, 15,
[pr4,ps3]]

prt3 = [(6,2, 13,1), 21:23 - 22:24,
$, Restaurant, Clear, 5,
[paS,prS]]

prtd = [(2,5, 8,0), 22:15 - 23:30,

[$:67%, $3: 33%],

[Home: 67%, Restaurant: 33%],

Clear, 10, [pq6,pr6,ps5]]

Figure 3. Set of input MATs D = (gq,r,s), where ¢ = (pg,,Pgs -, Pgn)s T =
(PrysDroy s Dr,, ) @Nd s = (pg, ps,y, .., s, ) (l€ft), and their correspondent RT (right).

For computing RMMAT, we first compute the similarity between each trajec-
tory in D and RT, where MUIT AS(q, RT) = 0.686, MUITAS(r, RT) = 0.835, and
MUITAS(s, RT) = 0.871. Then, according to Equation 1, the |Similarity (RT, D)| =

D
0.835. Regarding the covered information, Equation 2, (Z%T) = % = (.5882.

Finally, considering the computation of RMMAT with balanced weights strategy
by setting Wsim = Weoper = % and according to Equation 3: RMMAT = (0.5 x 0.835) +
(0.5 x 0.5882) = 0.7116, aiming that the RT have a representativeness measure of 0.7116
of D, considering both similarity and covered information.

5.4. Analyzing RMMAT Regarding Similarity Information

We analyzed a sample of user trajectories to gain insights into RMMAT behavior and
presented illustrative examples of evaluations based on the standard deviation (SD) of
average and median similarity scores of each user’s baseline. We selected three users for
analysis: (i) user 185, with a lower SD for average similarity scores; (ii) user 730, with a
lower SD for median similarity scores; and (iii) user 708, showcasing the highest SD for
both average and median similarity scores.

This experiment analyzes the representativeness of RTs in similarity information
with different threshold values for RC and RV, using wg;,, = 1 and weywer = 0 based on
MUITAS. The investigation examines how different combinations of these thresholds af-
fect the computation of RTs. Figure 4 shows the similarity evaluation results for each user
with different input parameter configurations, compared to the baseline, while varying the
temporal threshold. The threshold RC is abbreviated as tauRC.

Our RMMAT consistently outperformed the baseline for low parameter configura-
tions. This analysis aims to provide insights into the interplay between different threshold
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a) Similarity evaluation for User 185 b) Similarity evaluation for User 708

c) Similarity evaluation for User 730

|Similarity(RT, D)|

threshold RV

Figure 4. This graph analyzes the similarity evaluation (Y-axis) by comparing
varying threshold RC (tauRC), shown as distinct lines, and the threshold RV in
relation to baseline for users 185, 708, and 730. It explores different parameter
configurations of the threshold RV (X-axis) to evaluate similarity.

parameters and their impact on R7' computed from MUITAS. Users 708 and 730 exhibit a
specific RT behavior pattern across different RV threshold values. Regarding the thresh-
old RC, determining relevant cells for RT computation seems to influence RT changes
significantly. As the value of this parameter configuration increases, RMMAT decreases.
The behavior of user 185, in turn, underscores the impact of the choice of parameter
configurations in RT computation concerning the representativeness of RT.

Using correlation coefficients, we analyzed how threshold values for RC and RV
in MAT-SGT impact the RMMAT measure. These coefficients reveal relationships be-
tween input parameters and RMMAT scores for RT and input trajectories. Positive coeffi-
cients imply higher thresholds lead to higher RMMAT scores, while negative coefficients
suggest the opposite. The results in Table 1 shed light on the influence of threshold pa-
rameters on the accuracy of computed representative trajectories.

Table 1. Impact of Input Parameters on the Representativeness Measure of RT
correlation coefficient threshold RC threshold RV

User 185 0.408 -0.788
User 708 -0.154 -0.829
User 730 -0.817 -0.243

User 185 exhibits a positive correlation (0.408) between RMMAT scores and
threshold RC. The RMMAT scores increase as threshold RC values increase. User 708,
characterized by greater SD in similarity scores, shows a slight negative correlation (-

44



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

0.154), indicating that increasing threshold RC leads to a minor decrease in RMMAT
scores. For user 730, who displays more consistent patterns, a negative correlation (-
0.817) suggests that higher threshold RC values lead to lower RMMAT scores.

The threshold RC and RV significantly influence the behavior and accuracy of
the computed representative trajectory. Understanding their impact helps make informed
decisions about their selection to capture relevant input data patterns.

This analysis of RMMAT about similarity information provides valuable insights
into the RT' computation. It highlights the improvements achieved through the RMMAT
measure and underscores its power in enhancing data comprehension. The results empha-
size the effectiveness of RMMAT as a tool for gaining a deeper understanding of data.

5.5. Analyzing RMMAT Regarding Covered Information

To analyze the impact of covered information in RMMAT, we assess the utility of RT
by employing the Average Recall (AR) metric in an experimental evaluation based on
MUITAS. We adopted the MUITAS methodology and dataset for our evaluation. We
intend to quantify the quality of RT summarization and representative data computation.

AR measures the recall based on the RMMAT computed between the RT and other
MATs in the dataset. The objective is to ensure that the RT of each user achieves a high
measure score when compared to MATs within the same group. This alignment stems
from the likelihood that trajectories from the same user tend to exhibit higher scores.

To evaluate the recall information for each trajectory, we have modified an internal
programming mechanism of MAT-SGT. This mechanism dynamically determines the op-
timal grid size for computing R7’s by iteratively calculating it. Initially, this process only
relied on the similarity measure. However, our modified approach now incorporates cov-
ered information in a balanced manner, taking advantage of the mapping data inherently
present in MAT-SGT. This mechanism enables us to compute and evaluate this crucial
aspect of representativeness comprehensively.

We tested two scenarios: (i) using the original MAT-SGT without covered infor-
mation and (ii) using our adapted version of MAT-SGT with covered information. We
evaluated the results by computing RT for each user group, calculating similarity using
MUITAS, ordering trajectories based on similarity scores, and computing the recall met-
ric. The recall metric measures the ability of RT to rank trajectories within the same group
accurately.

Tables 2 and 3 show the AR values for user 185 in both scenarios, respectively.
Table 4 compiles the results of the AR analysis. The variations are underlined in Tables 2
and 3. It is important to note that instances with missing values, indicated by -”, denote
situations where RT computation with specific parameter configurations is not feasible
due to the particular data patterns present in the input dataset.

After analyzing the summarized outcomes of the AR analysis in Table 4, we ob-
serve some relevant variations between including and excluding covered information for
User 185. Specifically, we see an average AR growth of 0.707 when analyzing the sce-
nario without covered information, compared to 0.771 when combining covered informa-
tion.
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Table 2. The AR of User 185 - Table 3. The AR of User 185 -
without covered information with covered information

0.00 0.01 0.05 0.10 0.15 0.20 025 0.00 0.01 0.05 0.10 0.15 020 0.25

0.00 | 0.9 | 093|095 1 1 1

1 1 0.00 || 0.9 | 093 | 0.95 1
0.01 | 09 093|093 1 1 0.01 || 0.9 | 093 | 0.93 1 1 1 1
0.05| 09 |095]|0.98 1 l 0. 98 0. 98 0.05 | 0.9 | 095|098 11098 |0.98 | 098
0.10 0 0] 0.81 0 0.10 || 0.83 0081 0 - - -
0.15 0098 - - - 0.15 || 0.86 | 0.98 -
0.20 || 0.02 1 - - - 0.20 || 0.02 1
0.25 || 0.02 | 0.83 - - - 0.25 | 0.02 | 0.83

Table 4. AR Analysis regarding covered information in User 185
With Cover | Without Cover

Missing values 18 18
Best Value 1 1
Worse Value 0 0
AVG AR 0.771 0.707
Median AR 0.93 0.93

In the case of User 708, Tables 5 and 6 present the AR values for both scenarios.
Table 4 provides a summary of the AR analysis results for this user. Although some minor
variations in specific values were observed, the overall assessment presented in Table 7
does not indicate a substantial difference. The AR values for this user remain relatively
stable, irrespective of whether the covered information was included or excluded during
the analysis.

Table 5. The AR of User 708 - Table 6. The AR of User 708 -
without covered information with covered information

0.00 0.01 0.05 0.10 0.15 0.20 0.25

0.00 0.01 0.05 0.10 0.15 0.20 0.25

000 | 09| 09| 09| 09| 09| 09| 09 000 | 08| 08| 09| 08| 09| 09| 09
001 09| 09| 09| 09| 09| 09| 09 0.01 08| 08| 09| 08| 09| 09| 09
005 08| 08| 08| 08| 08| 08| 0.8 005 08| 08| 08| 08| 08| 08| 08
010 09| 09| 09| 09| 09| 09| 09 010 09| 09| 09| 09| 09| 09| 09
015| 08| 08| 08| 08| 08| 08| 09 015 08| 08| 08| 08| 08| 08| 08
020 09| 09| 09| 09| 09| 09| 09 020 09| 09| 09| 09| 09| 09| 09
025 09| 09| 09| 09| 08| 08| 08 025 09| 09| 09| 09| 08| 08| 08

Table 7. AR Analysis regarding covered information in User 708
With Cover [ Without Cover

Missing values 0 0
Best Value 0.9 0.9
Worse Value 0.8 0.8
AVG AR 0.862 0.87
Median AR 0.9 0.9

The AR values for User 730 in both scenarios are presented in Tables 8 and 9.
Additionally, Table 10 compiles the AR analysis outcomes for this user. It is evident that
there is a substantial variation in AR values across different scenarios, which highlights
the significant impact of covered point data on the AR measure. This disparity emphasizes
how the inclusion of covered information can significantly influence the outcomes of a
representativeness measure.
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Table 8. The AR of User 730 - Table 9. The AR of User 730 -
without covered information with covered information

0.00 0.01 0.05 0.10 0.15 0.20 0.25 0.00 0.01 0.05 0.10 0.15 020 0.25

Tr v

0.00 || 097 | 097 | 09| 09| 09| 09| 09 0.00 1 1 1 1| 09| 09]087
0.01 || 0.93 | 0.93 | 0.87 | 0.87 | 0.87 | 0.87 | 0.87 0.01 1 1 1 11093093087
0.05 | 0.93 | 0.93 | 0.87 | 0.87 | 0.87 | 0.87 | 0.87 0.05 1 1 1 1| 09| 09]087
0.10 || 0.97 | 0.97 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 0.10 1 1 1 11087 |0.87| 0383
015| 09| 09]0.77|0.77 | 0.77 | 0.77 | 0.77 0.15 1 1 1 1| 09| 09073
020 09| 09]083|0.83|0.83083]|0.83 0.20 1 1 1 11087087 | 09
0.25 | 0.87 | 0.87 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 0.25 1 1 1 110930930387

Table 10. AR Analysis regarding covered information in User 730
With Cover [ Without Cover

Missing values 0 0
Best Value 1 0.97
Worse Value 0.73 0.77
AVG AR 0.94 0.878
Median AR 1 0.87

The inclusion or exclusion of covered point data presents a high impact for some
users, like user 730, whose outcomes were notably affected. However, when considering
covered point data, the retrieved trajectories from the same user exhibit better results than
computed RT trajectories from the same user. It suggests that covered point data can
affect RMMAT scores, indicating potential differences in underlying data patterns. This
emphasizes the importance of considering each component in the RMMAT calculation to
create a customized configuration that suits specific datasets and analysis objectives.

6. Conclusion

This paper introduces the RMMAT, a standardized metric for evaluating the effectiveness
of representative data given by summarization methods. It measures how well a represen-
tative trajectory captures the essence of the original dataset, which is particularly useful
given the increasing complexity and growth of trajectory data.

RMMAT uses similarity metrics and covered information to provide a compre-
hensive evaluation approach. This helps analysts estimate the similarity between repre-
sentative and input trajectories and the coverage of information within the dataset. This
measure empowers researchers and analysts to make informed decisions regarding the
quality and relevance of representative data for analytical goals.

RMMAT effectively quantifies the representativeness of computed representative
data compared to the original MATs, yielding valuable insights. For instance, in the case
of MAT-SGT, the evaluations highlighted the key role of parameter selection in achieving
optimal results. This observation emphasizes how RMMAT offers insights that can guide
researchers in refining their trajectory summarization methods for improved outcomes.

One of the notable strengths of RMMAT lies in its adaptability. The configurable
nature of its components permits analysts to tailor the evaluation process to match the
unique demands of different analytical scenarios, providing a versatile tool that aligns
with varying objectives and data characteristics.

Our work bridges a critical gap in the field of trajectory data summarization, allow-
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ing researchers and analysts to evaluate and measure trajectory summarization methods
by a quantitative metric. By overcoming the limitations of previous subjective evalua-
tion methods, RMMAT opens the door to more accurate and informed decision-making,
deeper insights, and advancements in the field of data-driven mobility analysis.

The effectiveness of computing an RT depends on the specific use case, requiring
varying levels of granularity and information preservation. The evaluation of this ap-
proach also depends on the purpose to be analyzed. This work focused on similarity and
covered information, while future work aims to explore other views of summarized MAT
representativeness, like reduced information.
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Abstract. The Spatial Pattern Matching (SPM) query allows for the retrieval of
Points of Interest (POls) based on spatial patterns defined by keywords and dis-
tance criteria. However, it does not consider the connectivity between POlIs. In
this study, we introduce the Qualitative and Quantitative Spatial Pattern Match-
ing (QQ-SPM) query, an extension of the SPM query that incorporates quali-
tative connectivity constraints. To answer the proposed query type, we propose
the QQESPM algorithm, which adapts the state-of-the-art ESPM algorithm to
handle connectivity constraints. Performance tests comparing QQESPM to a
baseline approach demonstrate QQESPM'’s superiority in addressing the pro-

posed query type.

1. Introduction

The rise of Location-Based Services (LBS) such as Google Maps' and Foursquare® has
underscored the necessity for efficient Points of Interest (POIs) search algorithms. The
continuous expansion of geotextual data within these systems outlines the importance of
effective algorithms and mechanisms for efficient POI querying based on attributes such
as keywords, proximity, and other factors.

Spatial Pattern Matching (SPM), a category of POI group search, is designed to
identify all combinations of POIs that conform to a user-defined spatial pattern established
by keywords and distance criteria [Fang et al. 2018a, Fang et al. 2019, Fang et al. 2018b,
Liet al. 2019, Chen et al. 2019]. To illustrate, consider a scenario where a user seeks
an apartment near a school and a hospital, while maintaining a certain distance from the
hospital for hygiene reasons. The user’s criteria stipulate that the apartment should be
situated between 200m and 1km away from a hospital and at most 2km away from a
school. Such requirements can be addressed through an SPM search by using the query
pattern depicted in Figure 1 (A).

While the SPM search methodology proves highly effective in scenarios necessi-
tating distance constraints among queried POls, it lacks the capability to address qualita-
tive connectivity constraints between these entities. For instance, it cannot handle queries
such as finding a school adjacent to a wooded area. To illustrate a more intricate search
scenario, consider an individual seeking a rental space within a commercial building for

Thttps://www.google.com/maps
Zhttps://foursquare.com/
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Figure 1. Example of a distance-based spatial pattern (A) and a qualitative and
quantitative spatial pattern (B)

their small business. In addition to this, they require the building to have an onsite gym
and an adjacent green area. Furthermore, they need the building to be located within 1km
from an elementary school for the convenience of their child’s enrollment and pickup.
This complex scenario can be modeled using a spatial pattern graph that incorporates
both quantitative (distance) and qualitative (connectivity) constraints, as shown in Figure
1 (B). However, existing SPM search algorithms are unable to handle such queries, re-
quiring users to perform distance-based queries and manually sift through the results to
find those meeting qualitative constraints.

Considering this challenge, this paper introduces a new type of POI group search:
Qualitative and Quantitative Spatial Pattern Matching (QQ-SPM). The QQ-SPM query
extends the conventional SPM query to encompass qualitative connectivity constraints
between queried POIs. This approach enables the incorporation of qualitative require-
ments expressed through topological connectivity relations among the POI geometries.
QQ-SPM thus provides a comprehensive solution that covers the entire spectrum of SPM
search patterns while accommodating qualitative criteria specified by the user, enhancing
the versatility of spatial pattern specification.

This work has the following key contributions:

* A Formal Definition of the QQ-SPM query, where the central parameter is a spa-
tial pattern represented as a graph. This pattern defines the target POI keywords,
desired distances, and connectivity relations.

* The QQESPM algorithm, designed to address QQ-SPM queries. This algorithm is
adapted from the Efficient Spatial Pattern Matching (ESPM) algorithm presented
in [Chen et al. 2019], specifically refined to accommodate connectivity require-
ments.

* An open-source code implementation for the proposed QQESPM algorithm.

* An Empirical Evaluation with comparative analyses, to assess the efficiency and
scalability of the QQESPM algorithm. This evaluation compares the performance
of QQESPM with that of a basic solution that employs qualitative constraint veri-
fication only during the final stage of a traditional SPM query.

The rest of the paper is organized as follows. Section 2 summarizes related work.
Section 3 brings a review of the indexing and the topological relation model used in the
QQESPM algorithm. Section 4 brings the formal definition of the concepts that permeate
the QQ-SPM query problem. Section 5 describes the proposed QQESPM algorithm. Sec-
tion 6 outlines the performance experiments comparing the proposed QQESPM algorithm
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with a trivial solution. Finally, Section 7 concludes the paper by summarizing the main
achievements.

2. Related Work

In this section we mention three of the main types of spatial keyword queries related to
this work. The first type involves searching for POIs that meet specific keywords and
are in close proximity to a designated center point for the search. For instance, the top-
k spatial keyword search aims to identify geotextual objects (e.g., POIs) using a set of
keywords and an initial search location. The goal is to locate the top-k closest POIs to the
starting point while satisfying all search keywords. Studies in this field include those by
[Cao et al. 2011, Hermoso et al. 2019, Zhang et al. 2013].

The second type of search focuses on minimizing distances between queried POls.
For instance, m-Closest spatial keyword search seeks groups of closely located POIs that
collectively satisfy a user-defined set of m keywords. Studies in this category include
those conducted by [Choi et al. 2016, Choi et al. 2020, Guo et al. 2015]. However, the
first two search types lack the capability to accommodate more intricate patterns, such as
specifying a minimum distance between two returned POIs, which is essential when users
want to avoid close proximity to certain types of POlIs, like hospitals.

The third search type is the SPM search, which utilizes a graph-based spatial pat-
tern. In this pattern, vertices store spatial keywords, and edges represent desired distance
constraints. SPM search offers increased specificity by enabling users to impose both min-
imum and maximum distance restrictions between pairs of POIs. Studies in this category
include works by [Fang et al. 2018a, Li et al. 2019, Fang et al. 2018b, Fang et al. 2019,
Chen et al. 2019, Chen et al. 2022]. However, the SPM search lacks the capability to
model qualitative restrictions, such as connectivity limitations.

In [Long et al. 2016], an efficient mechanism for indexing qualitative relations
is proposed, aiming to reduce the time required for calculating the qualitative relation
between two geometries. The core concept involves initially computing the qualitative re-
lation between the Minimal Bounding Rectangles (MBRs) of the spatial objects. In cases
where it is not possible to determine the topological relation between the geometries of
the POIs solely based on the topological relation between their MBRs, their topological
relation will be previously indexed. However, this approach primarily focuses on effi-
ciently determining the qualitative relation between two existing geospatial objects within
a dataset, rather than identifying the subset of objects satisfying a specific qualitative re-
lation among numerous objects.

The concept of a spatial pattern defined by qualitative connectivity constraints is
introduced in [Rafael 2021]. The work presents the Qualitative Spatial Pattern Search
(QSPM) and an algorithm called the Topo-MSJ algorithm for addressing this type of
search. However, being an early work in the realm of qualitative patterns, the author does
not explore the potential of combining quantitative restrictions with qualitative ones in
this search context.

3. Background

In this Section we give a brief review of the core concepts used in the QQESPM algorithm,
including the geo-textual indexing and the topological relation model.
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3.1. IL-Quadtree

The Inverted Linear Quadtree (IL-Quadtree), a geotextual indexing structure introduced
in [Zhang et al. 2016], serves as a fundamental component in the QQESPM algorithm.
This index functions as a map, associating each unique spatial keyword in the dataset
with its respective quadtree index structure. Each of these quadtrees contains a set of
spatial objects (e.g., POIs) related to the specific keyword under consideration.

The bidimensional quadtree, as proposed in [Finkel and Bentley 1974], divides a
two-dimensional spatial domain into four quadrants recursively. Each quadrant can be fur-
ther subdivided into four subquadrants, and this subdivision is represented by a tree struc-
ture. Each rectangular subspace represents a node in the tree, and a node’s children corre-
spond to its subquadrants. Subdivision occurs when the number of spatial entities (POIs)
in a node exceeds a specified threshold, which can be adjusted during quadtree construc-
tion. Subspace division employs directional codes (00, 01, 10, and 11) to signify south-
west, southeast, northwest, and northeast quadrants, respectively. Concatenating these
codes recursively provides a unique identifier for each node, indicating its position in the
quadtree hierarchy. Figure 2 illustrates the spatial partitioning in the quadtree and its as-
sociated tree structure. The IL-Quadtree’s architecture efficiently retrieves geotextual ob-
jects during geotextual queries, as indicated in [Zhang et al. 2016] and [Chen et al. 2019].
The QQESPM algorithm relies on the IL-Quadtree indexing method to perform queries.

root
: @
10 |~ 1
. 00 01 10 1
‘ & &) o ®
® 00
00 Y 01 1000 1001 1010 1011
(A) (B)

Figure 2. Example of a quadtree space subdivision (A), and its associated tree
structure (B)

3.2. DE-9IM

A foundational model for computing the topological connectivity relation between two-
dimensional geometries is the Dimensionally Extended Nine-Intersection Model (DE-
9IM) [Egenhofer and Herring 1990, Clementini et al. 1993, Clementini et al. 1994]. This
representation provides a structured framework for formally defining spatial predicates
that describe the connectivity between POIs. DE-9IM can represent topological relations

L INT3

such as “equals”, “touches” and “contains”.

This topological relation model utilizes a 3x3 matrix to represent the topologi-
cal relation between two distinct geometries, denoted as A and B. The matrix elements
represent intersections across the interior, boundary, and exterior components of these
geometries. Each matrix configuration corresponds to a possible topological relation. A
simple description for some topological relations can be found in Table 1.
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Table 1. Topological Predicates [Strobl 2008]

Topological Predicate || Meaning
Equals The Geometries are topologically equal
Disjoint The Geometries have no point in common
Intersects The Geometries have at least one point in common (the inverse of Dis-
joint)
Touches The Geometries have at least one boundary point in common, but no
interior points
Partially Overlaps The Geometries share some but not all points in common, and the inter-
section has the same dimension as the Geometries themselves
Within Geometry A lies in the interior of Geometry B
Contains Geometry B lies in the interior of Geometry A (the inverse of Within)

The proposed QQESPM algorithm uses the topological relations “equals”,
“touches”, “covers”, “covered by”, “partially overlaps” and “disjoint”. The relation “cov-
ers” is a variation of “contains” allowing the geometries to have intersecting boundaries

[Clementini et al. 1994], and the relation “covered by’ is simply the inverse of “covers”.

4. Problem Formalization

Within this section, we give a formal definition for the fundamental terms in the QQ-SPM
search problem.

Definition 1 (spatial pattern). A Spatial Pattern is a graph G(V, E) with a set of n vertices
V =wq,...v, and a set of m edges E, satisfying the following constraints:

(a) each vertex v; € V has an associated spatial keyword w;
(b) each edge e(v;,v;) € E is labelled with at least one of the following types of
description:
- a conectivity spatial predicate  R;;, among the following:
{“equals”, “touches”, “covers”, “covered by” , “partially overlaps”
“disjoint” }
- adistance interval [l;;,w;;], and a sign T € {“ 7 ¢ =7 “ 7 =7}

)

Each possible spatial pattern graph specifies a QQ-SPM query. The vertices spec-
ify the POIs desired keywords. The connectivity predicate indicates the desired connec-
tivity relation between the searched POIs. The distance between the searched POlIs is
restricted by the lower (/;;) and upper (u;;) bounds associated with the edge. The mean-
ings of the possible signs for an edge are described below:

* v; — v; [v; excludes v; ]: No POI with keyword w; in the dataset should be found
within a distance less than [/;; from the POI corresponding to v;.

* v; < v; [v; excludes v;]: No POI with keyword wj in the dataset should be found
within a distance less than [;; from the POI corresponding to v;.

* v; <+ v; [mutual exclusion]: The two-way restriction, i.e., v; excludes v; and v,
excludes v;.

* v; —v; [mutual inclusion]: The occurrence of POIs with keywords w; and w; in the
dataset with distance shorter than /;; from POIs corresponding to v;, v; is allowed.
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Edges with the distance interval information are called quantitative edges, and
edges with the connectivity predicate are called qualitative edges. Edges may or may
not be simultaneously quantitave and qualitative. If a quantitative edge has the mutual
inclusion sign, it is called an inclusive edge, otherwise, it is called an exclusive edge.
Also note that, since the relation “covered by” is the inverse of “covers”, it could be
discarded, but once edges are directional, i.e., have specific starting and ending vertices,
we keep the relation “covered by”.

Notice that the attributes of an edge for the QQ-SPM query is a generalization of
the attributes of an edge for the SPM query allowing qualitative connectivity constraints.
In this way, the spatial pattern definition for the QQ-SPM query is also a generalization
of the spatial pattern definition for the SPM query.

Definition 2 (qq-e-match). A pair of POIs (p;, p;) from a dataset D is called a qq-e-match
for the edge e(v;, v;) if they respectively have the keywords w;, w; from the vertices v;, v;,
and satisfy the distance and connectivity constraints of the edge e.

Definition 3 (match). A tuple of n POIs S = (p1,p2, ..., py) from a dataset D is called
a match for a spatial pattern G(V, E) when |V'| = n and for each 1 < i < n, p; has the
keyword w; from the vertex v;, and for each edge e(v;,v;) of G, the POIs pair (p;, p;) is a
qq-e-match for the edge e.

Note that the order of POIs in the tuple corresponds to the order of vertices in the
pattern G, so the ith POI p; in the tuple corresponds to the ith vertex (v;) in the pattern G.

Problem 1 (QQ-SPM query). The QQ-SPM search problem or QQ-SPM query consists
of finding all the matches of a spatial pattern G(V, E) in a dataset D of POIs, i.e., finding
all combinations of POIs from D that match the given spatial pattern.

In order to calculate the qq-e-matches efficiently, the QQESPM algorithm uses
the qg-n-match concept, formally defined below.

Definition 4 (qq-n-match). Let e(v;, v;) be an edge of a spatial pattern G(V, E), let I LQ);
and I L(); be the quadtrees for the keywords w; and wj of the vertices v; and v; respec-
tively, and let n;,n; be two nodes from I LQ); and I L();, and b;, b; the MBRs for the nodes
ni, nj respectively. We say that the node pair (n;, n;) is a gg-n-match for the edge e(v;, v;)
if din(bi, bj) < wij and dpaq(bi, b;) > lij, where dpy, and dq, represent the minimum
and maximum distance between the MBRs, and additionally:

(a) Case v; — vj: =3n; € ILQ); such that n; # nj N ymaz (bs, b;) <l
(b) Case v; < v;: =3n}; € 1LQ); such that n; # n; A dyaz (b, b5) < 1
(c) Case v; <+ v;: (a) and (b) holds

(d) Case e is qualitative with R;; # “disjoint”: b; N b; # 0
Intuitively, a pair of nodes n;, n; is a qq-n-match for the edge e when by checking
the minimum and maximum distance between their MBRs 0;, b;, it is not possible to

eliminate the possibility of existing POIs p;, p; inside these nodes, such that (p;,p;) is
a qq-e-match for the edge e, so the children nodes or leaves of n;, n; need to be further
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examined, and are candidates for finding qgq-e-matches for the edge e in context. Next,
we introduce a lemma on which the QQESPM algorithm is based.

f

i

Lemma 1. Suppose the node pair (n;,n;) is a qq-n-match of the edge e(v;,v;). Let n
f

1) is also

and n{ be the father nodes of n; and n; respectively. Then, the node pair (an , N
a qq-n-match of (v, v;).

Proof. The proof for the quantitative restrictions of the edges is provided in
[Chen et al. 2019]. Regarding the additional proposed criterion to qualify as a qq-n-
match, which is related to the connectivity constraint of the edge, it’s important to note
that if the node pair (n;, n;) constitutes a qq-n-match for an edge with a qualitative con-
straint other than disjoint, they will possess intersecting bounding boxes. Since their fa-
ther nodes encompass them, they too will be intersecting, thus ensuring that the condition
for a node match persists for the father nodes.

]

5. QQESPM algorithm

This section presents the QQESPM algorithm, designed to handle QQ-SPM queries.
QQESPM considers six possible topological relations between POIs, namely “equals”,
“touches”, “covers”, “covered by”, “partially overlaps”, and “disjoint”’. The overview of
the search procedure is shown in Algorithm 1 (QQESPM), which delineates the high-level
sequential steps for query execution, with an emphasis on achieving efficient execution by
using the qq-n-matches concept. It iteratively operates at the depth levels in the quadtrees
of keywords in the search pattern, examining qq-n-matches for each edge at the current
depth level by evaluating child node pairs from the previous depth level (according to
Lemma 1). Upon reaching the final depth level of the quadtrees, it tests the pairs of ob-
jects within the last level’s qq-n-matches to identify qq-e-matches. The qq-e-matches of

each edge are then joined to produce solutions (matches) for the spatial pattern.

Algorithm 1: QQESPM
Input: IL-Quadtree I LQ), spatial pattern G
Output: v: all the matches of P

1 L =max(depth(ILQ;),1 < i< n)

2 for level = 1to L do

3 derive the order of computing qq-n-matches for this level
4 for each edge e do

5 L compute the qg-n-matches for e in the current level

6 derive the order of computing qq-e-matches

7 identify skip-edges

8 for each non-skip edge e do

9 L compute the qq-e-matches for e

10 derive the order of joining qq-e-matches
11 Y < join_qq-e_matches()
12 return
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Within the context of a given edge e(v;, v;), the QQESPM algorithm systemat-
ically searches for its qq-n-matches in a tiered manner, starting from the root nodes of
the I LQ); and I L(); quadtrees. The initial qq-n-match for edge e arises from the pair of
root nodes, specifically (root of I L(Q);, root of IL();), exclusively at level 0. The pro-
cess then progresses to examine pairs of nodes (n;, n;), where n; is a child of the root of
ILQ; and n; is a child of the root of I L();, following Lemma 1. This step identifies the
gq-n-matches for e at the 1st level. The algorithm continues this exploration iteratively
by inspecting the children of these nodes, deducing qq-n-matches for e at the 2nd level
and subsequent levels. This iterative traversal persists until the maximum depth of the
quadtrees is reached. The final level’s qg-n-matches are retained to subsequently derive
the qq-e-matches for the edges.

Ateach level, the algorithm employs a reordering strategy for the edges list, giving
priority to edges with fewer qq-n-matches from the previous level, guided by the ratio-
nale that such edges are more likely to yield fewer qq-e-matches. This strategic ordering
accelerates computation by swiftly eliminating unsuitable nodes early, as proposed by
[Chen et al. 2019].

After calculating gq-n-matches for all edges at the final level (the maximum depth
of the quadtrees), the algorithm evaluates POI pairs within each edge’s qq-n-matches to
determine the qq-e-matches. Before computing qq-e-matches for any edge, the algorithm
checks if the terminal vertices of the edge have a restricted set of candidate objects. This
set is obtained from qqg-e-matches of edges with shared vertices. This strategy serves as a
pre-joining mechanism avoiding redundant pair assessments. Also, the calculation of qg-
e-matches is not necessary for some mutually inclusive edges whose extreme vertices are
shared with other edges whose qq-e-matches will be computed, so that for these edges,
called skip edges, the verification of constraints occurs at the joining stage, which com-
pares the qg-e-matches of edges with shared vertices, and eliminates the non-matching
ones.

The structural framework and strategic heuristics of ESPM are replicated within
the QQESPM algorithm. The divergence lies in the criteria for qq-n-match and qq-e-
match identification, as defined in Definitions 2 and 4, which will occur in lines 5 and
9. These divergent criteria is sufficient to promote distinct computations at each level, as
gq-n-matches are computed level by level from the root to the maximum depth level of
the keyword’s quadtrees.

6. Experiments and Results

In this Section, we evaluate the performance of the proposed algorithm QQESPM in terms
of execution time by comparing with a trivial algorithm for solving the QQ-SPM query
that we call QQ-simple.

6.1. Experiments Description

The ESPM algorithm was implemented in Python, following the description provided in
[Chen et al. 2019]. This implementation was further adapted to include the qq-n-matches
and qq-e-matches verification stages to accommodate qualitative connectivity constraints,
resulting in the initial implementation of the QQESPM algorithm®. Additionally, a more

3The code for this implementation can be found in https://zenodo.org/records/10085300

56



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

straightforward approach, referred to as QQ-simple, was also implemented to be com-
pared with QQESPM. This approach checks the connectivity constraints only at the final
step of ESPM, employing a filtering mechanism to exclude solutions that do not meet
the connectivity requirements. Subsequently, we conducted a comparative performance
analysis of these two QQ-SPM solutions.

Experiments were executed on a machine equipped with Intel Core i7-12700F
CPU 4.90 GHz, coupled with 32GB of memory, operating on the Ubuntu OS. The com-
putational load was carried out on a single CPU core.

We used a dataset comprising 33,877 POIs, extracted from OpenStreetMap® fil-
tered by the following bounding box: {min_lat: -8.3610, min_long:-38.8559, max_lat:
-5.9275, max_long: -34.7415}, thereby predominantly spanning the Paraiba state, Brazil.
The dataset comprises the tags ‘amenity’, ‘shop’, and ‘tourism’, containing 315 distinct
keywords.

In an effort to construct resource-intensive search spatial patterns, mirroring real-
world conditions, the 20 most frequent keywords were identified and selected from the
tags ‘amenity’, ‘shop’, and ‘tourism’, amounting to a cumulative set of 60 keywords to
compose the search patterns.

The experiments encompassed 12 distinct graph architectures for spatial patterns,
following [Chen et al. 2019]. These structural patterns can be visualized in Figure 3.
For each of these architectures, 5 distinct spatial patterns were generated with randomly
selected keywords, totalizing 60 spatial patterns.

The dataset was randomly shuffled and divided into segments representing 20%,
40%, 60%, 80%, and 100% of the total POI count. For each of these dataset subsets,
searches were conducted five times for each of the 60 spatial patterns generated, for both
algorithms QQESPM and QQ-simple. Thus, the total number of executions was 3,000,
and each of the two algorithms answered 1,500 queries.

For the purpose of this study, a simplified convention was adopted, by using the
Euclidean distance to measure the distance between POIs coordinates (longitude and lati-
tude). Note that it differs from the distance in kilometers. To construct the search patterns,
the parameter /;;, representing the minimum inter-POI distance, was randomly drawn
from the interval [0, 0.005] (equivalent to approximately 0 to 550m), while the parame-
ter u,;, representing the maximum inter-POI distance, was randomized within the range
lij, l;; + 0.02] (reaching up to 2.7km approximately). The connectivity relations were
introduced in the edges randomly from the set {“equals” , “touches”, “covers”, “covered
by”, “partially overlaps”, “disjoint”}. Each edge had a probability of 50% of receiving a
connectivity relation constraint.

6.2. Results

We now present the performance results of the executions in terms of scalability of dataset
size and variation in the number of vertices.

“https://www.openstreetmap.org/
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Figure 3. Structure of Search Spatial Patterns [Chen et al. 2019]
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Figure 4. Avg. Execution Time by Dataset Size (A) and by Number of Vertices (B)
for Algorithms QQESPM and QQ-simple

Scalability Assessment

The average execution time by dataset size was measured for each algorithm. The re-
sults shown in Figure 4 (A) reveal that the average execution time difference between
QQESM and QQ-simple becomes larger as the dataset size increases. Clearly, QQESPM
demonstrates significantly better scalability compared to QQ-simple. To better visualize
the comparison, we applied a logarithmic scale to the y-axis. Shaded areas represent a
95% confidence interval for the average execution time.

Number of Vertices Assessment

The average execution time by number of vertices in the search pattern was measured for
each algorithm. The results, illustrated in Figure 4 (B), consistently demonstrate QQE-
SPM’s superior runtime performance over the basic QQ-simple solution, regardless of
the number of vertices. Notably, the observation that patterns with 5 or 6 vertices do
not require longer execution times than patterns with 4 vertices can be explained by the
increased complexity of search patterns, since in the same search area, patterns with too
much keywords are less likely to have matches, and in these cases an early stopping of the
query procedure can occur by identifying the non-existence of qq-n-matches in an early
level.

The average memory allocation by QQESPM queries was also consistently lower
for all dataset sizes and number of vertices evaluated, compared to the QQ-simple execu-
tions. The overall average memory allocation during queries was 284.16 MB for QQE-
SPM executions and 314.34 MB for QQ-simple executions, highlighting the memory ef-
ficiency advantage of QQESPM over the QQ-simple trivial approach.
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Statistical Test

The executions that used the whole dataset were grouped by algorithm. Then, a Z hypoth-
esis test was conducted to compare the average query execution time between QQESPM
and QQ-simple. The calculated p-value of 7.929 - 10~ confirms a statistically significant
difference in average execution times between the two algorithms when the dataset size
is sufficiently large.

7. Conclusion

The main objective of this study was to introduce and formally define a new category
of POI group search called QQ-SPM, which generalizes the existing SPM query by in-
cluding connectivity constraints among POIs. To address the proposed QQ-SPM search
problem, we introduced the QQESPM algorithm, derived from ESPM. We conducted an
empirical evaluation comparing the runtime performance of the QQESPM algorithm with
a simplified QQ-SPM solution that only verifies connectivity constraints in the final stage
of an ESPM execution. Additionally, we performed a statistical hypothesis test to as-
sess the average runtime of QQESPM and the trivial solution. The experimental results,
supported by statistical analyses, confirm the effectiveness of the QQESPM algorithm,
highlighting its efficiency and superior performance in executing QQ-SPM queries. For
future work, we plan to enrich the set of available spatial predicates for defining spatial
search patterns. We will also conduct more extensive performance evaluation, using code
parallelization approaches.
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Abstract. This study proposes a hybrid model based on agents and cellular
automata, which aims to analyze the long-term effects of sea level rise and real
estate market dynamics on the urban development of coastal cities in Rio
Grande do Sul, a state located in south Brazil. The model simulates the study
area’s urban growth by reproducing the process of spatial allocation of
residential and commercial activities and the resulting variations in built form
and territorial attributes. The proposed model is used to simulate the urban
development of Tramandai and Imbé — two coastal municipalities in Rio
Grande do Sul — between 2010 and 2040. Even though the results have
indicated the existence of some distortions in the model’s functioning, the
analysis enabled the enumeration of potential future urban growth dynamics
for the study area.

1. Introduction

In recent decades, the cities of the northern coast of Rio Grande do Sul, a state in the
southern region of Brazil, have shown significant population increase and urban growth
[IBGE 2011, 2021]. The management of such demographic dynamics becomes more
complex due to the seasonal flow of tourists in the region - which affects the local real
estate market’s values - and also due to conflict between the surrounding natural
environment and such urban development [Rio Grande do Sul 2015]. Besides, there are
predictions that, by the end of the century, the risk of flooding in the region will
significantly increase due to the global phenomenon of sea level rise.

Due to the combination of all these factors, it is unclear which policies could be
implemented to contribute to the situation in the long term. Discussions on future
scenarios for the region’s urban configuration are not found in the literature, even
though similar research is commonly found for other regions of the world [Casali and
Heinimann 2019, Kim and Newman 2020]. In these, cellular automata and agent-based
models are used to speculate how cities will change according to different future
possibilities, facilitating the understanding of the effects of public policies and
informing the discussion around urban planning decisions [Levy, Martens and Van Der
Heijden 2016, Zellner and Campbell 2015].

This study aimed to analyze how the observed urban phenomena of Rio Grande
do Sul’s northern coast can influence its future development. The goal was to elaborate
a computational model based on agents and cellular automata that simulates the region’s
characteristic dynamics by reproducing the allocation of activities in the territory, the
consequent variation of land values, and the impact caused by sea level rise. The
resulting analyses were expected to contribute to the development of planning policies
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and serve as a reference for future research that may develop similar tools. The
preliminary implementation of the model has been able to simulate the study area’s
urban development and offer useful insights, even though the results present some
inconsistencies due to the lack of a precise fit in the conceptual approach used as a
reference for the agents’ behavior.

2. Research Background

According to Batty (2007b), complex systems are characterized by their components’
endogenous and decentralized organization processes in which the interactions among
individual components shape the system’s general patterns in a bottom-up process.
Complex systems are also defined as self-organized systems because such components
can adapt their collective organization to external changes and perturbations.

Cities are classified as complex systems [Batty 2007a]. They are constituted by
material components — its built form — and by living components, the population that
inhabits it. Its inherent complexity arises due to the latter — the urban agents — who are
themselves complex systems due to their cognitive capacity and their limitations of
rationality [Portugali 2016]. It is the interactions of these agents with each other, with
the territory, and with the built environment that causes the characteristic internal
dynamics of complex systems: self-organization, emergence, far-from-equilibrium
functioning, non-linearity, circular causality, path dependence, and robustness [Allen
1997, Batty 2007b, White, Engelen and Uljee 2015].

Because of the dynamic nature of the interactions that shape complex systems,
the development of models requires an algorithmic approach in which the processes
responsible for the system’s development are reproduced step-by-step in an iterative
way [White, Engelen and Uljee 2015]. The two primary modeling techniques used to
simulate the development of cities as complex systems are the cellular automata (CA)
and the multi-agent models (MAM) [Liu et al. 2021].

CA consists of a set of cells organized in a mesh, each one of these cells
presenting: i) a state; ii) a set of rules indicating how its state changes over time; iii)
internal attributes used in the definition of such rules; and iv) a neighborhood composed
of the adjacent cells, with which information about current cells' state and attribute
values is exchanged [White, Engelen and Uljee 2015]. In urban studies, states and
attributes generally provide a geographical description of the territory - land cover,
occupation, use, population density - while state transition rules incorporate spatial or
economic theoretical statements referring to city dynamics [Torrens 2003]. CA enables
urban modelers to understand how the states of cells change according to what happens
in their neighborhood and, collectively, how this variation generates new configurations,
modifying the system throughout iterations [Liu et al. 2021].

In MAMs, agents are the smallest constituent part of the system, each presenting
a state, transition rules, and attributes [Crooks, Patel and Wise 2014]. Agents normally
can move around the boundaries of the model, which means that they do not have an
immutable neighborhood [Torrens 2003] and that their interactions with other agents are
carried out according to proximity rules or following predefined connections [Crooks,
Patel and Wise 2014, Dahal and Chow 2014]. As they are mobile entities, agents
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become independent from the territory, enabling their use to represent the behavior of
the inhabitants of a city [Crooks, Patel and Wise 2014, Dahal and Chow 2014].

Hybrid models using CA and MAMs can simulate how the interaction between
individuals and territory interferes with urban development. It is commonly used to
simulate phenomena such as urban growth and land use variation [Crooks, Patel and
Wise 2014, Dahal and Chow 2014, Torrens 2003]. Urban models with similar
approaches go back to the proposals of Portugali and Benenson (1997) and Benenson
(1998), who proposed a model for cities containing one layer reproducing the evolution
of the built environment and another representing the individuals who inhabit it.
Subsequently, several other proposals added new capabilities to that template, such as
the approaches described by Filatova, Parker and van der Veen (2009) and Filatova
(2015), which simulated the dynamics of land value variation based on the reproduction
of land markets' mechanisms. Parallel to that, Krafta (1994) and Magliocca et al. (2011)
proposed the figure of the real estate entrepreneur in urban models: an agent who acts in
cities seeking to construct built units where there is an opportunity to obtain a favorable
financial return.

Other proposals have been developed using network metrics to represent the
spatial benefits of each location in the city [Polidori and Krafta 2005, Santos et al. 2017,
Saraiva 2017]. Such studies are based on the representation of the urban system as a
graph [Krafta 2014] and on the calculation of metrics that assess the accessibility of
each location to the available urban services or the centrality of points in relation to the
system’s natural paths [Krafta, 1994, 1996].

3. Area of Study

In recent decades, the municipalities located on the northern coast of Rio Grande do Sul
(RS), a state in southern Brazil, have shown the highest rates of demographic growth in
RS, contrasting with the demographic decrease in most other regions of the state [Rio
Grande do Sul 2015]. Besides, during summer, there is an increase of up to 250% in the
local population caused by the arrival of tourists [Zuanazzi and Bartels 2016]. These
dynamics are responsible for the existence of an intense local real estate market [Kluge
2015] and pose future challenges for the urban management of the region’s
municipalities, especially regarding the expansion of infrastructure to meet the demands
of the growing urban occupation.

These dynamics result in the growth of urban areas on the northern coast of RS.
Since this process occurs in a narrow strip of land between the sea and a set of lakes, its
intensification raises concerns about the degradation of the local hydrographic system
[COREDE Litoral 2017]. Besides, the rise in sea levels due to global climate change
may lead to the flooding of parts of the region’s urban areas by the end of this century,
according to the estimative of Kulp and Strauss (2019), illustrated by the Coastal Risk
Screening Tool [Climate Central 2020]. If the predictions are confirmed, the region’s
urban configuration will probably undergo changes that will make its management even
more complex, such as the departure of residents, land value variation, a decrease in
local tourism, and the necessity of constructing infrastructure for water containment.

Among the municipalities constituting the north coast of Rio Grande do Sul,
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Imbé and Tramandai were selected as the ones to be represented in the proposed model
because of their relative importance for the region in demographic and economic terms
and also because the previously mentioned population dynamics are observable in the
selected area through statistical metrics. Additionally, in Rio Grande do Sul, the area
appears to be the most threatened by an eventual sea level rise.

4. Methodology

The model was conceived using a hybrid approach in which a MAM represents
individuals who settle in the urban environment in order to carry out residential or
commercial activities, while a CA is used to represent territorial dynamics, especially
those related to urban growth and real estate market. In addition, an algorithm function
represents the behavior of real estate developers who expand the capacity of CA cells in
locations where they receive a favorable financial return.

CA cells represent hexagonal fractions with an area equal to 0.64 hectares. Each
cell can host a number of agents proportional to the existing built area in the location,
which can be expanded through the action of real estate developers. For each cell,
network metrics of spatial opportunity and convergence - as proposed by Krafta [1996] -
are calculated and serve as a parameter of the cell’s attractiveness for residential and
commercial agents, respectively. As cells attract agents, their land value increases, while
cells that are not of interest to any agent have their value reduced. Each cell also has a
flood risk estimate due to sea level rise, which discourages its occupation, consequently
decreasing its value.

Agents are characterized by an urban activity (residential or commercial), by
their monthly income, and by randomly defined numbers that indicate the minimum
attractiveness and the maximum risk of flooding that they accept to settle in a cell, as
well as the maximum time that the agent can remain in the same cell (permanent agents
can stay for longer periods, while agents representing tourists can stay for shorter ones).
When inserted in a simulation, each agent randomly searches for cells that meet its
income, attractiveness, and flood risk requirements. When they find a suitable cell, they
settle into it and remain there as long as its attributes match their requirements and the
time spent in the cell is less than its allowed maximum.

Real estate developers are responsible for modifying the capacity of cells. Each
developer analyzes the expected financial return for a randomly defined set of cells at
each simulation iteration. Such return is calculated according to the developer’s
equation proposed by Krafta [1994], where profit is equal to the expected earnings - the
average value of neighboring cells multiplied by the number of units that can be built -
minus the expected costs of purchasing the land and of constructing the new building.
The cells with a greater profit than an established margin will have their capacity
increased to the maximum allowed number of units according to local legislation.

The simulations follow a sequential set of steps that are repeated iteratively: i)
agents are inserted in the model and they seek, among cells compatible with their
economic income, the most attractive ones; ii) as the agents locate themselves, CA cells
update their attractiveness and cost values; iii) agents check whether the cell in which
they are located still meets their attractiveness and cost requirements and, if not, they
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look for another one to inhabit; iv) the value of cells varies according to the number of
agents that consider them adequate, attracting real estate developers who invest in
expanding the capacity of these cells to profit through the sale of additional units
created; v) during this process, sea level rise occurs, altering the attractiveness of the
cells and, consequently, influencing the choices of agents on where to live.

Three measures are used to validate the simulations’ results. Multiple Resolution
Goodness-of-fit [Ngo and See 2012] indicates how close the model is to the situation
existing in reality, while the radial dimension and the cluster-size frequency distribution
metrics [White, Engelen and Uljee 2015] indicate how close the simulations resemble
the typical patterns of cities.

5. Model Implementation

The proposed model was implemented on the Gama platform - a computational
development environment for creating agent-based models [Taillandier et al., 2019].
Using Gama Platform, the study area data was inserted into the model as shapefiles
obtained from the sources described in Table 1. The simulations were performed using
the interface of the Gama platform, with each iteration corresponding to a period of one
month.

Table 1. Source of data used in model implementation

Residential Agents

Location Number of permanently occupied households in each spatial unit of the
2010 Demographic Census Statistical Grid [IBGE, 2016].

Income Number of households by income group according to the 2010
Demographic Census [IBGE, 2011].

Commercial Agents

Location National Addresses Registry for Statistical Purposes' [IBGE, [s. d.]].

Income Number of households by income group according to the 2010
Demographic Census [IBGE, 2011].

Territory Cells

Built and Natural Aerial images from the year 2010 available in Google Earth [2020].
Environment

Building Parameters Cities’ legislation [Imbé, 2013; Osério, 2006; Tramandai, 2017]

Public Services Buildings | National Addresses Registry for Statistical Purposes [IBGE, [s. d.]].

The simulations were performed for the period between the years 2010 and
2040. Validation metrics were computed for the results provided by the model for the
built area data for July 2020. At the end of each iteration, the software provides

! Available in: https://www.ibge.gov.br/estatisticas/downloads-estatisticas.html
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diagrams representing the value of the following attributes for each CA cell representing
the study territory: agents, built units, land value, spatial opportunity, convergence, and

the average income of resident agents.
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Figure 1. Evolution of the spatial distribution of agents throughout simulations
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6. Results

Figure 1 presents the agents’ spatial distribution during simulations: orange represents
the number of residential agents in the cell, while purple indicates cells in which
commercial agents are predominant. It is possible to visualize the effect of the
population seasonal variation, which results in a considerably greater occupation of the
study area during summer than in the winter period. Especially in the final iterations, a
decrease in the number of inhabitants in the center of the study area is observed, caused
both by the predicted population decrease for Rio Grande do Sul during the 2030s and
by the effect of the risk of flooding (represented in dark blue) due to rising sea levels.

Throughout the iterations, agents stopped concentrating on a few areas and
distributed themselves more diffusely in the territory. This phenomenon can be
visualized by comparing the area of point Al in the diagram for the year 2010 with
point A2 in the diagram for May 2040. Also, while Al indicates the highest
concentration of densities in all iterations, there is no significant contrast between the
area indicated by A2 and the other areas.

The areas marked with B indicate the regions where a concentration of
commercial agents occurred. While, initially, they were located along the main paths of
the system, in later stages, they had organized themselves in commercial centers
surrounding the areas with the most significant number of residents. This phenomenon
occurs due to the characteristics of the spatial convergence measure used as the cell’s
attractiveness parameter for commercial agents, which may have distorted the
simulation's final results.

Figure 2 presents the evolution of built area in CA cells: the darker the color, the
greater the number of built units. Throughout the simulation, the central area of
Tramandai (point A in the final diagram) presented the highest number of built units.
Also, a significant growth of built area occurred in the cells around this initial center,
creating a clustering process that increased its relative importance over time. In addition,
the main transportation roads had its relevance consolidated throughout the simulation:
Avenida Flores da Cunha in Tramandai (point B) and Avenida Paraguassi in Imbé
(point C). There was also an expansion to previously non-urbanized parts of the
territory, as shown in points D1, D2, E1 and E2.

For the results validation, the Multiple Resolution Goodness-of-Fit was
calculated by dividing cells into categories according to the number of built units they
contained in simulations and verifying if those were the same presented by aerial images
of the study area for 2020. The results indicated that the margin of error was less than
13.0% when considering an analysis radius of about 800 meters. When expanding this
radius the accuracy rose to up to 94.01%. The spatial representation of the differences
between simulation and reality complements these values: Figure 5 presents the average
difference observed in CA cells between the number of simulated built units and the
data of existing buildings for 2020, indicating that the model oversized the urbanization
process that occurred in the outskirts of the study area, while undersized the growth in
built area that occurred in its central parts.
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Figure 4 shows the results for the calculation of the radial dimension and the
cluster-size frequency distribution. These results indicate that the simulations generated
urban forms which were consistent with the typical behavior observed of cities in
reality. In the radial dimension results, the growth rate of the built area is higher near the
study area center and it decreases in more distant points. The cluster-size frequency
distribution indicates that there are few large clusters of similar cells and many small
clusters and that such distribution follows a power law.
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Figure 4. Results for the calculation of the radial dimension and the cluster-size
frequency distribution.

7. Final Remarks

This study proposed a computational model for simulating future urban development
scenarios for the north coast of Rio Grande do Sul. The motivation behind this proposal
was the observation of demographic and environmental dynamics that will potentially
change the region’s urban configuration for the next decades.

Although the simulations offered some useful insights about the future
development of the study area, it also presented some unexpected phenomena. Mainly,
the use of network metrics as an indicator of land attractiveness may have changed the
commercial agents’ behavior, making them move away from main roads and
concentrate in clusters on the city’s outskirts.

The authors intend to further develop the proposed model in future studies,
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especially the use of network metrics associated with Cellular Automata and
Agent-based modeling. Although such metrics seem to be useful as a quantitative
indication of the territory's spatial benefits for different population groups, there is a
need to adapt their mathematical definition to consider the iterative process that occurs
in the simulation of complex systems.
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Abstract. This work presents the development of the Georeferenced
Information Base (BIG), a new institutional program in progress at the
National Institute for Space Research (INPE). The BIG aims to create a
high-performance computing platform to manage, integrate, process, and
provide geospatial data, as well as to support collaboration and the creation
of new applications. GeoNetwork, an application that manages geospatial
resource metadata, serves as the underlying platform. The insertion of
metadata is in progress, as well as customizations to the interface to enhance
the user experience. The catalog's utility is evident in aiding the community to
locate INPE data, reinforcing the ongoing significance of the project.

1. Introduction

The National Institute for Space Research (INPE) is one of the largest research units in
Brazil. It develops research in the fields of space and terrestrial environment, which
encompass activities ranging from satellite construction and operation to remote
sensing, numerical modeling for weather and climate forecasting, and environmental
monitoring of the Brazilian Biome using satellite data. Many projects and research
developed at INPE result in the production of a variety of geospatial data, which are of
interest to different sectors of government, academia, and society in general. As pointed
out in Nogueras-Iso et al. (2005), the importance and potential uses of geospatial data is
recognized, as well as the important investments in their creation. However, in some
cases and organizations, there is a lack of knowledge about what data is currently
available. To improve the management of its geospatial data, INPE has started a
program named The Georeferenced Information Base (BIG Program), which aims to
support the generation of unique data and products developed by the institute; improve
the curation, discovery, and access to data and products produced by INPE; develop
analytical processing environments to support different applications based on geospatial
data; and provide support for the institutional mission of INPE [INPE 2020a] as well as
joint projects of INPE and partners that make extensive use of geospatial data.

In the medium to long term the program will generate the Georeferenced
Information Base (BIG Platform), a high-performance computational platform designed
to manage, integrate, process, and provide geospatial data, and to support the
collaborative development of new applications and products related to the Earth's
system. The BIG Platform must be incrementally constructed in tandem with the
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necessary Information Technology (IT) infrastructure to support it.

To create the BIG it is necessary to identify and organize the set of geospatial
data that can be part of the BIG Platform. The use of metadata and the provision of data
catalogs helps to create an environment to exchange and share spatial data. Metadata
refers to information that describes or provides details about a dataset. It encompasses
various aspects, including type, coverage, provenance and access method for each
resource. A data catalog is formed by combining a collection of metadata records with
data management and search tools [Guptill, 1999].

This work describes the organization of the BIG Data Catalog that aims to
provide a joint catalog for research resources, datasets and services, for the distinct
areas of INPE. It is a structured metadata repository, described in accordance with the
geospatial metadata standards adopted by the geoinformation, remote sensing, and
meteorology communities.

2. Methodology

The methodology used to build the first prototype of the BIG Data Catalog was: 1)
compile an initial list of geospatial datasets provided by INPE (datasets that are
advertised in laboratories and project web pages within the organization; responses to a
survey sent to researchers; geospatial data sets that are part of INPE's Plano de Dados
Abertos (PDA)' 2) define the infrastructure of software and hardware needed to support
the catalog; 3) create the metadata repository; 4) populate the repository; 5) implement
the catalog service to support the access to the catalog.

Since the beginning of the BIG implementation, we have received training from
INDE and continue to rely on its technical support. The National Spatial Data
Infrastructure (INDE) is an initiative aimed at cataloging, integrating, and harmonizing
geospatial data within Brazilian government institutions [INDE 2022]. This
infrastructure facilitates the location, exploration, and access to such data for various
purposes, accessible to any client with an internet connection. INPE, as a producer of
geospatial data, contributes information to INDE, and in return, INDE provides
technical support for the cataloging of this data.

2.1 Metadata Collection

During the data collection, we encountered two distinct categories of geospatial data
being produced at INPE. Some geospatial data are generated in small independent
research by individuals and small teams that collect data for specific projects, referred to
as “small science” or “the long tail” of science [Wallis, Rolando and Borgman, 2013].
They tend to be small in volume, local in character, intended for use only by these
teams, and are less likely to be structured in ways that allow them to be shared easily.
Thus often end up misplaced, in hard-to-find locations, or even nonexistent. They likely
constitute a significant proportion of the data produced by researchers but remain

"'INPE released its PDA revision on December 31, 2021, with the aim of coordinating the transparent and
efficient opening of data for society.
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undiscovered after the initial production and analysis phases until they are properly
cataloged.

Cataloging these data becomes more straightforward when there is mutual
collaboration between the researcher and the data's provision, along with detailed
information about them, especially when they involve projects that have already been
completed or have a low update frequency.

Systematic geographical data is structured and regularly collected, with
cataloged examples including Satellite Oceanography (GOES-16), Tropospheric Wind
(GOES-16), and Atmospheric Discharge Density (Ng). On the other hand, Long Tail
geographical data consists of less popular information that can be valuable in specific
geographical contexts, with cataloged examples such as Palmas Station - Radiometric
and Meteorological Data - 2015, LabISA Billings Reservoir Fieldwork Data (August 4,
2021), and LabISA Brazilian Amazon Fieldwork Data (August 2019). Both types of
data play important roles in geographical analysis and decision-making.

Because of the unique characteristics of systematically produced data and the
concept of collections and granules, manual cataloging of these data becomes
impractical, requiring automation through scripts that operate in conjunction with data
production.

2.2. Technological Decisions

As the base platform for the implementation of our catalog, we chose GeoNetwork.
GeoNetwork is an open-source platform for managing geospatial metadata, providing
solutions for publishing, searching, and accessing geospatial information [GeoNetwork
2021]. It is designed to serve organizations of all sizes and is widely used across various
sectors, including environmental, agricultural, water resources, and land management.
GeoNetwork enables users to manage, share, and search for relevant geospatial
information, such as maps, images, vector data, and web map services. It is highly
customizable and flexible, supporting multiple geospatial metadata standards, including
ISO 19115, Dublin Core, and FGDC. In our context, GeoNetwork was used to create
the metadata catalog for BIG, as seen in figure 1.

Managing a large quantity of metadata of different types, some requiring
additional fields, others specific fields that can be reused by other platforms, necessitates
the adoption of metadata standards. This ensures a consistent and formal method for
describing data characteristics. Geographic metadata standards consist of guidelines that
allow the textual description of geographic data according to a predefined format. The
creation of international standards for metadata development is essential to facilitate
efficient data sharing [Leme 2006]. Currently, there are different standards (Dublin Core,
DCAT, etc.) in use for metadata, each catering to the needs of users in different regions.
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Figure 1. Homepage of the BIG catalog. Image produced by the author

The Brazil Geospatial Metadata Profile (MGB Profile) is a set of standards and
guidelines developed by IBGE, based on ISO 19115 standards, for describing and
managing geospatial metadata in Brazil. The MGB profile has no fixed number of
mandatory fields, and the requirement for fields may depend on the policies or metadata
standards adopted by a specific organization or project. Its purpose is to ensure
interoperability and availability of geospatial information, facilitating consistent data
sharing among institutions [CEMG-CONCAR 2022]. The profile is crucial for
geospatial data management and application development in the country, covering
details such as data source, quality, and validity. Both governmental and private
institutions use it to describe and manage various types of geospatial data, including
satellite imagery, topography, and environmental data. The complete and accurate filling
of information is required by the MGB Profile.

The update to version 2.0 of the MGB Profile aims primarily to align with
advancements in geospatial metadata documentation, establishing a unified framework
to describe the geoinformation generated in Brazil [INDE 2021]. This framework, based
on the international standard ISO 19115-1:2014 and succeeding the previous profile
linked to ISO 19115:2003, is tailored to accurately represent the national reality. To
achieve this goal, the updating process has been guided by two fundamental principles:
full adherence to ISO 19115-1:2014 and the use of the MGB Profile 2009 model as a
foundation, with an emphasis on minimal inclusion of new elements. This effort aims to
ensure that MGB Profile 2.0 incorporates an appropriate set of elements to
comprehensively describe geospatial data and geoinformation resources originating in
the Brazilian context.

For laboratories without their own server, we provide GeoServer, an open-source
platform that enables the publication, visualization, and access to geographical data
[GeoServer 2021]. It supports various data formats, industry-standard protocols, and
offers metadata management, security features, and support for coordinate systems and
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projections. This facilitates the publication of geographical data in various fields such as
the environment and agriculture, accessible through protocols like WMS, WFS, and
WCS.

To map the interest of INPE professionals in using BIG services, we sent a
survey form to various laboratories. Based on the responses, our team contacted all
those interested and held meetings to explain the objectives and the services offered by
this project. After the initial meeting, two new forms were provided in which interested
parties could provide information about the data they wished to host, whether they
planned to use the metadata platform, and also which server they preferred for data
storage.

3. Results

In summary, BIG offers two types of services: metadata cataloging and data hosting.
After the initial release, we contacted the laboratories that expressed interest in
registering their metadata on our platform. To register metadata, distinct information is
required to provide a better description of the data and simplify the search for external
users. Once the metadata is cataloged, it can be accessible to anyone with access to the
link, as demonstrated in the example in Figure 2.
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Figure 2. Example of a metadata from BIG catalog. Image produced by the
author

The cataloging process was conducted in various laboratories, resulting in the
creation of a substantial metadata repository, as illustrated in Figure 3, which displays
the data categories registered up to this point. Data cataloging began in December 2021,
and since then, we currently have approximately 350 metadata entries registered on our
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platform.

Currently, we are in the process of cataloging metadata and configuring the
server component to store the data of users who choose this service.

Due to the start of the work during the COVID-19 pandemic, it was necessary to
adopt safety measures for carrying out the activities, which resulted in the
implementation of remote work. Throughout the entire period, weekly online meetings
were held to assess the project's progress and identify challenges encountered during
development. One of the main difficulties was related to activities that required access to
INPE facilities or specific authorizations, such as the use of the Coordination
Environment for Data and Supercomputing Infrastructure (COIDS).

Furthermore, another challenge was establishing contact with different
departments to gain access to the data to be registered. We conducted online meetings to
clarify the questions about the data from each user interested in the catalog.

0
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Figure 3. Amount of metadata registered at BIG since the beginning of the
project in December,2021 until August,2023. Image produced by the author.

4. Conclusions

The main goal of this project is to develop the Georeferenced Information Base (BIG)
for INPE following the objectives of the PDA. The BIG will be a computational
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platform designed to manage, integrate, process, and provide geospatial data, as well as
to serve as a foundation for collaborative development of new applications and products
related to the Earth system.

In this initial phase, we have created the Geospatial Information Catalog, which
has allowed us to collect metadata following the best practices of the scientific
community, regardless of their formats, ensuring compliance and meeting all mandatory
attributes for each published metadata.

Currently, we are in the process of adapting to create our own Node within the
INDE structure.

As a continuation of the project, we plan to continue collecting and recording
georeferenced data related to INPE, centralizing the information and facilitating access
for users interested in the available data. In the future, we will implement new features
to automate activities that are currently manual and time-consuming in GeoNetwork,
making them more productive and efficient. This includes configuring a server with
adequate capacity to store data that is currently not hosted.

5. References

CEMG-CONCAR. (2022) Perfil de Metadados Geoespaciais do Brasil (Perfil MGB) -
Diagrama UML das Secdes de Metadados do Perfil MGB. 17 p. Disponivel em

<https://biblioteca.ibge.gov.br/visualizacao/livros/liv83693.pdf>. Acesso: 20 jan.
2022

CKAN - User guide - CKAN 2.9.5 documentation Website. Disponivel em
<http://docs.ckan.org/en/2.9/user-guide.html#what-is-ckan>. Acesso: 19 dez. 2021.

Filetti, Mirko; Gnauck, Albrecht. A Concept Of A Virtual Research Environment For
Long-Term Ecological Projects With Free And Open Source Software. In: Hrebicek;
Schimak; Denzer. Environmental Software Systems. Frameworks of eEnvironment:
9th IFIP WG 5.11 International Symposium, ISESS 2011, Brno, Czech Republic,
June 27-29, 2011.

GeoNetwork - GeoNetwork Opensource Community Website. Disponivel em
<https://geonetwork-opensource.org>. Acesso: 19 dez. 2021.

GeoServer - What is Geoserver? Disponivel em <http://geoserver.org/about/>. Acesso:
21 dez. 2021.

Guptill, Stephen C. "Metadata and data catalogues." Geographical information systems
2 (1999): 677-692.

Hjelmager, J., et al. "An initial formal model for spatial data infrastructures."
International Journal of Geographical Information Science 22.11-12 (2008):
1295-13009.

International Organization for Standardization (ISO). (2023) Geographic Information —
Metadata. ISO 19115:2003. 1st ed. London, England. 152 p.

79



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

INDE. Infraestrutura Nacional de Dados Espaciais (2022). Disponivel em:
https://inde.gov.br/ . Acesso em: 10 Nov 2023.

INDE. Perfil de Metadados Geoespaciais do Brasil (2021)  Disponivel em:
https://www.inde.gov.br/pdf/liv101802.pdf . Acesso em: 10 Nov 2023.

INPE 2022 Plano de Dados Abertos do INPE. (2022) Disponivel em:
https://www.gov.br/inpe/pt-br/acesso-a-informacao/dados-abertos/repositorio-de-arqu
ivos/plano-de-dados-abertos-do-inpe-2022-2024/@ @download/file/PDA_INPE_202
2-2024.pdf. Acesso: 23 jan 2023.

INPE 2022a Plano Diretor  do INPE (2022). Disponivel em:
<https://www.gov.br/inpe/pt-br/acesso-a-informacao/institucional/plano-diretor>.
Acesso: 20 Set de 2023.

STAC - Spatio Temporal Asset Catalog Website. Disponivel em <https://stacspec.org>.
Acesso: 19 dez.

Leme, L. A. P. P. (2006) Uma arquitetura de software para catalogacdo automdtica de
dados geogréficos. Dissertacdo (Mestrado em Informatica) - PUC-Rio, Rio de
Janeiro. 120 p.

Nogueras-Iso, Javier, et al. "OGC Catalog Services: a key element for the development
of Spatial Data Infrastructures." Computers & Geosciences 31.2 (2005): 199-209.

Wallis, J. C.; Rolando, E.; Borgman, C. L. If We Share Data, Will Anyone Use Them?
Data Sharing and Reuse in the Long Tail of Science and Technology. PLoS ONE, v.
8,n. 7, p.e67332, 23 jul. 2013.

80



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

Evaluation of the optimal image segmentation parameters for
deforestation mapping using the Shepherd method

Breno Izidoro Domingos’, Darlan Teles da Silva', Guilherme Gomes Correia’,
Ignacio Martins Pinho', Vinicius Belquiman Pereira’

National Institute for Space Research (INPE)
Av. dos Astronautas, 1.758 — Jardim da Granja — 12.227-010 — Sdo José dos Campos -
SP — Brasil

breno.domingos234@gmail.com, darlantelesilva@gmail.com,
guilhermegcorreia9@gmail.com, martins.pinho@gmail.com,
viniciusbp.vb@gmail.com

Abstract. Deforestation in the Amazon is a threat to its biodiversity and has
significant implications for both local and global climate. Therefore, monitoring
deforestation is essential for the conservation of the biome. The objective of this
study is to find the best possible set of parameters to segment an image using
the RSGISLIB library, systematically varying the parameters. The segmentation
results were compared with reference segments, aiming for the highest possible
similarity using the Intersection over Union (loU) metric. The best parameters
were 2 and 3 clusters with a minimum number of pixels equal to 100, both
achieving an loU > 0.81, highlighting the effectiveness of the method employed.

Resumo. O desmatamento da Amazonia é uma ameaga para sua biodiversidade
e tem fortes implicagoes para o clima local e global. Portanto, o monitoramento
do desmatamento é essencial para conservagdo do bioma. O objetivo deste
trabalho é encontrar o melhor conjunto de parametros possivel para segmentar
uma imagem, utilizando a biblioteca RSGISLIB, variando os parametros
sistematicamente. Os resultados da segmenta¢do foram comparados com
segmentos de referéncia, buscando a maior similaridade possivel, através da
métrica Intersection Over Union. Os melhores parametros foram: 2 e 3 clusters
com o numero minimo de pixels igual a 100, sendo que ambos atingiram loU >
0.81, evidenciando a eficiéncia do método utilizado.

1. Introduction

The Brazilian biomes have high relevance at regional and global levels, in this
context the Amazon biome stands out due to being biggest rainforest in the world, having
a key role to keep functions in natural ecosystems — influencing temperature regulation,
pluviosity and carbon sink, beyond be a shelter of the greatest biodiversity of fauna and
flora in the planet (MALHI et al., 2008). Due to the advance of the agricultural frontier
towards the Brazilian north, forest areas have been suppressed from agricultural and
farming activities (SOARES-FILHO et al., 2005), the increase deforestation in the
Amazon has caused several, social, environmental and economic damages in Brazil,
mainly after the called “green revolution” (VAZ; BALTAZAR, 2019). The dynamics of
land use and land cover in the called “deforestation arc” have being
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changed, negatively, especially in the last two decades (ZANIN et al., 2022).

In this sense, there is a need to study and monitor the activities that take place in
the Brazilian territory. Leaders of government and international organizations have
discussed deforestation in the Amazon as a central theme in debates on climate change,
sustainability, and economic development (PICANCO, 2009). Thus, the monitoring and
combating Amazon deforestation is the focus of Brazil and also other countries, due to
importance and influence of this biome in the global ecosystem. Several mechanisms have
helped in this task, among they, the monitoring of areas by satellite. The Nacional Institute
for Spatial Research (INPE) is the main Brazilian body dedicated to this objective, and in
the case of monitoring the Amazon biome, the Monitoring Project for the Legal Amazon
by Satellite stands out (PRODES).

Segmentation is an important tool used in remote sensing, which consists of
dividing an image in homogeneous regions (PAL; PAL, 1993), there are several algorithms
of segmentation for different applications (HOSSAIN; CHEN, 2019). Therefore, it is
possible to identify common areas, certain behaviors, and spatial patterns (SHEPHERD,
2019). The methodology developed here can be applied in different scenarios, as long as
there is adaptation to respective realities of the image to be segmented.

Given the above, this work aims to determine the optimal parameters for satellite
image segmentation, aiming to contribute to the conservation and preservation of the
Amazon biome. The intention is to identify areas of deforestation in the southern region of
the Amazon. In this context, the segmentation method used is the Shepherd segmentation,
contained in a digital image processing library that can be applied in the Python
programming language.

2. Development

2.1 Area characterization

The study area is located in the Aripuana city, in Mato Grosso state, with your
centroid on the coordinates: 9.56 S e 60.17 W. City as a population of 23.067 habitants,
according to the estimate of 2021 from Brazilian Institute for Geography and Statistics
(IBGE) and an area of 25.182 Km? (IBGE, 2021). According to the Prodes (INPE, 2022),
the city occupies the fifth position, of Mato Grosso (MT), in deforested area until 2022, with a
extension of 4.929,17 Km?, it means, that approximately 20% of the total area was
deforested. According to the same authors, the increase from 2021 to 2022 was 135.5 Km?
(0.54%), the third largest in the state for the period. However, Aripuana still has the second
largest forest area in MT, with 19.915 Km? (79.09%). In Figure 1 it is possible to verify
the location and an image, obtained by Google Maps, of the assessed area.
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Figure 1. Study Area, municipality of Aripuana in Mato Grosso. The deforestation
samples used to assess the accuracy of the method is represented in purple.

2.2. Segmentation method

To develop the present work, a colored composition of false color was used to
enhance the vegetation (R: near infrared, G: red, B: green) from Multispectral camera —
MUX, 16,5 meters of spatial resolution and radiometric resolution of 8 bits, on board
CBERS 04A obtained in 06/10/2022 and revisit time of 31 days. To reduce the
computational cost and operating time, an entire scene was not be used. Instead, a clipping
that contains areas of deforestation that are of interest to the study, as seen in Figure 1.

2.2.1 Libraries

Library Remote Sensing and Gis Software (RSGISLIB) is a collection of tools
which provide modules and command lines in Python to remote sensing data processing
(BUNTING et al., 2022). This library of open source was developed particularly for an
application regarding the vegetation, with the aim of filling gaps, manipulating data,
implementing new codes and data processing. (BUNTING et al., 2014).

Among the various applications of the library, modules for detecting odds in
images, classifications, morphology, regression and segmentation stand out. The latter is
the scope of this study. Another positive point of this library implemented in Python is
the combination with other libraries that help in the manipulation of remote sensing data
such as GDAL (Geospatial Data Abstraction Library), NumPy, GeoPandas e o Matplotlib.

In a previous study, 5 segmentation algorithms were tested, using reference
samples, and the accuracy of each segmentation (Table 1).
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We opted for using the Shepherd segmentation, which is present in the RSGISLIB
library and has shown better performance than others methods (SHEPHERD et al., 2019).

Table 1. Comparison of results of segmentation (SHEPHERD et al., 2019).

Algorithm Parameters Rank gs_f f Precision Recall ¢S gSgween 85red  §Snir  8Sswir

Shepherd etal. k: 60, d: 10,000, min. 1 074 085 0.84 086 097 1.01 090 0.99 0.98
size: 10

Quickshift ratio: 0.75, kernel size: 86 064 073 0.80 0.68 0.94 0.92 086 0.99 0.98

10, max. dist.: 5, sigma:
0, lab colour space.

Mean-Shift range radius; 15, 253 056 0.61 0.55 070 093 0.95 087 096 0.94
convergence thres.: (.2,
max. iter: 100, min.
size: 10

eCognition scale: 10, shape: 0.7, 411 049 052 0.57 048 0.95 0.99 092 0.95 093
compact.: 0.2

Felzenszwalb scale: 10, sigma: 12, 539 047 046 0.49 043 1.10 1.14 1.04 1.17 1.04
min, size: 20

2.2.2 Parameters

Shepherd segmentation works in four steps, the first step is the beginning which
identifies the unique spectral signatures in the image. Second is the clustering of the
unique regions. The third step is the elimination process, which removes regions under
the minimum unit established in the second step. The last step consists in rename of
sequential way the new regions, forming the final segmentation (SHEPHERD et al.,
2019).

To accomplish the segmentation based on the previous steps need to define two
parameters, the first, is the number of clusters which is going to be generate, and the
second, is the minimum unit of each cluster (number of pixels clustered). The algorithm
has, also, other parameters in segmentation such as the distance between clusters, bands
used in the segmentation, sampling e the maximum number of interactions. However,
only the two first parameters are variables to define the quality wished in the
segmentation.

This work used the following parameterizations, number of clustering ranging
from (1 to 90) and minimum unit of each cluster ranging from (100 to 1000) pixels. These
parameters are variables, and the tests were executed through the combinations of
clustering with the minimum of each cluster.

The choice of the parameters was based on previous studies which pointed out that
lower values of clustering are suitable to situations where the focus of segmentation is the
aim which has great contrast, such as identifying vessels in the sea. While values from 30
to 90 are to target forest, agriculture, and urban (SHEPHERD, 2019). The minimum unit
of each cluster which is the grouping of pixels was chosen based on the size of the image
and the proportion of the target.

2.3 Comparison of samples with Intersection Over Union

The quality of segmentation is given by the comparison of (Intersection Over Union-
IoU) between the polygons of reference, which was done manually through a visual
analyze of deforestation areas, using a GIS software, with the polygons by Shepherd
segmentation. The IoU consist of the division between the intersection area by the union
of the areas, as exemplified by Figure 2. This
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index, dimensionless varies from 0 to 1, where 0 is when there is no intersection between
the areas and closer to 1, the better the intersection.

intersection area

loU = =

union area

Figure 2. Example of the Intersect Over Union.

3. Results and discussion

In the processing phase, 900 segmentation scenarios were generated, varying the
value of each parameter chosen for analysis. Most of the data showed low correlation
between the segmentation performed and the control points, however, three scenarios
showed good segmentation (IoU > 0.8), Table 1 presents a summary of the generated
scenarios.

Table2. Mean values of loU to several scenarios tested.

Scenario Mean
clusters 2 pxls_100 0.8295
clusters 3 pxls 100 0.8180
clusters 4 pxls_100 0.8096
clusters 10_pxls 500 0.6257
clusters_3 pxls 800 0.5374
clusters 45 pxls 400 0.4690
clusters_ 57 pxls 1000 0.3206
clusters_63 pxls 1000 0.3171
clusters 1 pxls 100 0.0039

The data in Figure 3 shows how the segmentation behaves with the variation of the
parameters based on the reference samples, in scenarios with a smaller number of
groupings (clusters) and the minimum size of pixels per unit (pxls), it presented better
results with the reference samples, with an intersection mean greater than 0.8. This is due
to the high contrast between the areas of forests and areas of exposed soil where
deforestation has taken place, it is not necessary to separate the images into different
groups, as the focus is on deforestation, only 2 groups were enough to indicate good
results. The worst results occurred in any scenario formed by only 1 grouping, in this case
there is practically no segmentation, where the features do not group properly, which is
also called (sub-segmentation). However, whien the image is divided into several clusters,
an over-segmentation occurs which also leads to a low area of intersection with the
reference samples.
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Minimum number 60

of pixels Number of clusters

Figure 3. Surface representation of how the loU varies depending on both parameters
tested, the minimum number of pixels and the number of clusters. Where the best
parameters is minimum pixels 100 and number of clusters 2.

The best scenarios obtained were with two and three clusters, both with 100
pixels as the minimum number for a feature. Both scenarios were able to easily
identify the deforestation areas in relation to the forest areas, in addition to part of the
hydrography and a cloud present in the image. The scenario with three clusters, in
addition to segmenting the deforestation areas, was also able to differentiate features
of different types of vegetation present, due to their spectral signature. Figure 4 shows
the results of the best segmentations and how they differ.

Clusters 2, Pixels 100
-

8934000 8936000 8938000 8940000 8942000 8944000 8946000 8948000

145000 147500 150000 152500 155000 157500 160000 162500
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Clusters 3, Pixels 100

8934000 8936000 8938000 8940000 8942000 8944000 8946000 8948000

145000 147500 150000 152500 155000 157500 160000 162500

Figure 4: Best results of segmentation. Figure 4A show scenario 2 clusters 100
min number pixels. Figure 4B show scenario 3 clusters 100 min number pixels.

The way the algorithm was built by Shepherd (2019), the number of clusters and the
minimum number of pixels per feature have significant weight on the segmentation result.
As explained, and as evaluated by the authors, the greater the number of clusters, the
greater the number of features in the resulting segmentation, this happens because during
the clustering process, the values evaluated are grouped into groups that are the number of
clusters, so when increasing this number, the algorithm will allocate the values in different
groups.

Thus, areas with lower contrast, that is, with little abrupt spatial variation, tend to be
over segmented as the number of indicated clusters increases, as the algorithm will group
different nearby values into clusters. Due to this behavior, the number of clusters between
30 and 90, which in other studies appear as optimal values for vegetation studies presented
poor results, compared to two and three clusters, since the area studied presents behavior
with low contrast between the features. Figure 4 shows how two clusters were the ideal
parameter to differentiate only deforestation areas. However, it is important to emphasize
that the focus of the study is the deforestation polygons.

Another important parameter for the segmentation result is the minimum number of
pixels per feature, as a low value will allow the algorithm to create features from a cluster
with a low number of grouped data. As the number of clusters increases, the influence of
this parameter on segmentation becomes more visible, as more clusters could lead to the
formation of clusters with a smaller number of observations, leading to over segmentation.
In turn, high values of the minimum number of pixels with a low number of clusters can
lead to underestimation of the segmentation,

The manipulation of these parameters, number of clusters and minimum number of
pixels per feature, generates interesting results and can segment an image more or less,
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however, it is necessary to pay attention to the computational cost involved. It was observed
that as the number of clusters increased, the processing time also increased, due to the
number of calculations necessary to relate the data to the clusters, therefore, attention should
be paid to choosing the values of these parameters for better computational and time
performance.

4. Conclusion

The socio-environmental and economic problems triggered by deforestation in the
Amazon are of national and international concern. Monitoring deforestation areas is of
paramount importance so that more effective public policies can be devised to combat
this harmful practice. In this sense, this work shows an alternative use of the satellite
image segmentation technique to identify deforested areas.

The RSGISLIB library, through the Python programming language, proves to be
quite useful from the proper manipulation of its parameters. Using the IoU operation, it
was possible to calculate the difference between the reference segments and the segments
generated from the developed script. The most effective combination of number of pixels
and clusters (RSGISLIB parameters) (optimal parameters) was 2 clusters and 100 pixels,
and 3 clusters and 100 pixels, respectively. Under these conditions, the best
representations within this scenario were obtained.

Finally, this study considers that remote sensing tools, more specifically
segmentation and the use of programming with geospatial data, are of paramount
importance for a more practical and accurate monitoring of deforestation in the chosen
study area. We can also see that the application of different parameters can be important
in other segmentation foci, such as different classes of forest, burned or degraded areas,
as in some test parameters the image was segmented in different shades of vegetation, this
is an area of study that can be developed in the future in future studies addressing
segmentation.
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Abstract. The study analyzes the vegetation of the Cerrado, with a focus on the
Emas National Park, using data from the CBERS-4 satellite and the NDVI in-
dex. The method employs the Greenbrown algorithm to generate phenological
metrics. Seasonal variations in NDVI, rainfall cycles, and differences between
vegetation types are discussed. The study highlights the importance of these
metrics in understanding the seasonality of vegetation in the Cerrado and sug-
gests improvements in vegetation classification and data analysis.

1. Introduction

The Cerrado, a regional Brazilian name for a seasonal tropical savanna, is the second-
largest biome in the country, right after the Amazon, with its distribution mainly in the
Central Plateau and some isolated areas that extend to the southern region of the coun-
try, as well as others that reach the border with Venezuela. Besides being the most bio-
diverse tropical savanna in the world, the biome is characterized by a seasonal tropi-
cal climate, with similar monthly maximum temperatures in both summer and winter
[Jacon et al. 2017]. Precipitation has a rainy season from October to April and a dry sea-
son from June to August. Its vegetation displays typical savanna features, including open
fields, shrublands, cerrado-like grasslands, and discontinuous forests [Coutinho 2016].

Due to the evident importance of this biome, various studies are conducted in this
area. In the realm of remote sensing, especially concerning investigations related to phy-
tophysionomic identification and classification, certain challenges need to be overcome
[Haddad et al. 2022]. Spatial variability and spectral similarity of some vegetation types
can create difficulties in vegetation mapping, especially for a biome sensitive to seasonal-
ity [Sano et al. 2005, Jacon et al. 2017].

The ecosystems of the Cerrado, both its forest and grassland formations, ex-
hibit distinct behaviors, thus playing an inherently important role in understanding sea-
sonal variations in vegetation response. This, in turn, provides significant informa-
tion for the identification and classification of the Brazilian savanna [Jacon et al. 2017,
Haddad et al. 2022]. In this context, mapping preserved areas assumes a fundamental role
in maintaining ecological stability and preserving ecosystem services. Additionally, this
approach enables the selection of new areas for biodiversity conservation, understanding
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vegetation dynamics in response to environmental changes, and monitoring preserved re-
gions, such as the Emas National Park (ENP) [Schwieder et al. 2016, Souza et al. 2021].

ENP is a federal-level Conservation Unit located in the state of Goids (GO), with
agricultural areas in its vicinity, and it conducts research, inspection, and fire control
activities [D’Angiolella 2004]. These activities are of great relevance, as it is situated in
a biome that has experienced an exacerbated recent increase in deforestation, as recorded
by PRODES Cerrado !.

In this perspective, the use of phenological metrics obtained from time se-
ries of vegetation indices such as NDVI (Normalized Difference Vegetation Index),
EVI (Enhanced Vegetation Index), and GRND (Green-Red Normalized Difference) has
gained prominence as a promising method to describe seasonal variation in savannas
[Schwieder et al. 2016, Souza et al. 2021]. Through the detection and analysis of the sea-
sonal growth cycle of vegetation, algorithms calculate measures that quantify the start
and end of the season, its duration, maximum and minimum index values, among other
aspects. In this context, it is possible to consider Emas National Park as a significant
representation of the phenological dynamics related to the seasonality of this biome, en-
compassing its various vegetation characteristics. Therefore, this study aims to determine
phenological parameters from a time series of the Normalized Difference Vegetation In-
dex (NDVI), analyze them in different Cerrado vegetation types, and statistically evaluate
the effectiveness of this index in characterizing the different forms of vegetation.

2. Material and Method
2.1. Study Area

“Emas I)lqtional Park (ENP)

e
i

~ e

" [Z] Cerrado Biome (Savanna)

D ENP F !CMO'W'HW
Processing Area NIR(4),R(3),G(2)

Figure 1. Study area.

See more: Technical note PRODES Cerrado.
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The study area comprises the Emas National Park (ENP) (Figure 1), established in
1961, located in the southwesternmost part of the state of Goids, near the border between
Mato Grosso and Mato Grosso do Sul, Brazil. Positioned between latitudes 17°51° and
18°21” S and longitudes 52°43° and 53°07° W, the ENP covers an area of just over 132,000
hectares and is situated on a watershed plateau between the Pantanal basin (Taquari River),
Araguaia basin (Araguaia River sources), and Parana basin (Jacuba and Formoso Rivers).

A phytogeographical distribution found within the ENP is described by
[Ribeiro and Walter 1998], consisting of the following categories: Gallery Forests, Sa-
vanna Grassland, Shrub Savanna, Wooded Savanna, Open Woodland Savanna and Wood-
land Savanna (Figure 2). The predominant physiognomy is that of Savanna Grassland,
encompassing over 70% of the Park, while forests account for only 1,2% of the vegeta-
tion cover [Rodrigues et al. 2002].

Figure 2. Main phytophysiognomies of ENP. A) Savanna Grassland B) Shrub
Savanna C) Wooded Savanna D) Open Woodland Savanna E) Woodland Savanna
F) Gallery Forest.

2.2. Materials

To perform the calculations of phenological metrics, raster NDVI data cubes for the years
2020 and 2021 were used. These cubes were acquired from the Brazil Data Cube plat-
form, developed by the National Institute for Space Research (INPE)2. The platform aims
to provide access to large volumes of remote sensing images, ready for analysis.

The data were derived from surface reflectance images captured by the WFI sensor
aboard the CBERS-4 satellite. The spatial resolution of these images is 64 meters. They
were organized into a time series composed of 24 units, derived from the CB4-16D-2
collection 3. In this collection, each 16-day period is represented by two monthly images.
For each month, the first image of this interval was selected. In cases of cloud cover
presence, the second image was preferred. In situations where both images contained
clouds, neither of them was chosen.

2 About Brazil Data Cube.
3 About CB4-16D-2 collection.
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In addition to the NDVI images, a map of the Cerrado’s phytophysiognomies,
available on the TerraBrasilis platform*, also developed by INPE, was obtained for joint
analysis with the phenological metrics. This data was generated from Landsat 8 images
using a combination of supervised and unsupervised classification. The classified phyto-
physiognomies were based on the approaches proposed by [Ribeiro and Walter 1998].

2.3. Method

The first step carried out consisted of building the time series of the NDVI (Equation 1) for
the PNE. Proposed by [Rouse et al. 1974], such an index is widely used in seasonal and
phenological analyses, length of the growing period, peak greenness, and physiological
changes [Ponzoni et al. 2015].

(NIR — Red)

NDVI =0
(NIR + Red)

(1

After a visual assessment of the data, it was found that, among all the images,
those from five months could not be used due to a significant presence of cloud cover.
These months were: January, February, March, and December 2020; November 2021.

In order to calculate the metrics, it became necessary to fill in the gaps in the
time series. This procedure is considered the initial step for phenology detection. The
Greenbrown® package, available in the R programming language [Forkel et al. 2013,
Forkel et al. 2015], algorithm was employed for this task, allowing the filling of these
missing months using the “FillPermanentGaps” function. The methodology of this ap-
proach is detailed in [Beck et al. 2006]

The next step involved defining the extent of the processing area for the calcula-
tions. This step became necessary due to the vast coverage of the study region and the
high level of data detail, which made complete execution unfeasible due to processing
capacity limitations.

For delimiting this area, the distribution of plant physiognomies was taken into
consideration. The chosen criterion was to select a region that encompassed all types
of vegetation present in the study area (see Figure 1). Thus, an area of 150 m? north of
the PNE was chosen, where all the physiognomies (Savanna Grassland, Shrub Savanna,
Wooded Savanna, Open Woodland Savanna, Woodland Savanna and Gallery Forest) were
identified based on the Cerrado vegetation map.

Following this determination, the metrics were calculated using the “Phenology-
Raster” function, generating a set of eight vegetation phenology metrics based on the data
chronology. These metrics are parameterized by Day of Year (DOY) and vegetation index
values, serving as indicators for the respective years’ growth seasons.

The analysis of the seasonal response of the plant physiognomies was conducted,
followed by an assessment of the phenological metrics based on the vegetation map of the
study/processing area.

4 About the Cerrado vegetation mapping metadata available in the TerraBrasilis catalog.
3 About R package Greenbrown.

93



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

Furthermore, statistical group comparison tests using analysis of varience (two-
way ANOVA) were conducted for the Mean Growing Season metric (MGS). This tool
is widely used to analyze the influence of independent categorical variables - year and
phytophysiognomic region - on a numerical variable, the MGS. The choice of this metric
was based on the representativeness of the mean NDVI values for the processing area.

Auxiliary tests to check assumptions were also employed- Shapiro-Wilk for nor-
mality verification and Levene for homoscedasticity verification. Finally, to effectively
assess the behavior of MGS and its influential variables in each combination of groups,
the Estimation Marginal Means (EMM) methodology was used - an alternative to tradi-
tional post-hoc tests - as well as the Student’s T-test.

All tests were conducted at a 5% significance level. The R language and the
RStudio environment were used to carry out the analysis and manipulate the data. The
Figure 3, below, provides a concise overview of the methodology applied in this work.

Figure 3. Methodological Flowchart.

3. Results and Discussion
3.1. NDVI Seasonal Response

The seasonal variation of NDVI (Figure 4), an index used to obtain phenological metrics,
presented a behavior that follows an alternation between the rainy and dry seasons. The
lowest recorded values correspond to the Shrub Savanna phytophysionomy, while the
highest values were observed in Dense Woodland Savanna and Wooded Savanna.
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SEASONAL NDVI VARIATION

Precipiration
Wooded Zavanna

»-Donse Woodland Zavanna

Figure 4. Seasonality of Cerrado phytophysiognomies.

For all evaluated phytophysionomies, their maximum NDVI values align with the
peak of the rainy season between December and January. Simultaneously, the minimum
values are recorded in September, the last month of the dry season, when the maximum
water deficit is registered. Overall, NDVI shows relative stability during the rainy season,
experiences a decline at the start of the dry spell, and the greatest variation occurs shortly
after the initial rains of the new wet season. Meanwhile, Gallery Forests exhibit the least
variation in NDVI. This is due to their proximity to rivers, which makes this vegetation
less sensitive to the water deficit of the dry period [Haddad et al. 2022].

3.2. Spatial Variations in Phenological Metrics

The following metrics were computed: start and end of the growing season (SOS and
EOS, respectively, in days); length of the growing season (LOS), defined as the differ-
ence between EOS and SOS; days on which the peak (POP) and minimum value (POT)
of NDVI were recorded; means of values during the growing season (MGS); maximum
NDVI value during the growing season (PEAK) and its minimum value (TROUGH).

Figure 5 presents these phenological estimates for the 2020 growing season. It
can be observed that the beginning of the growing season occurs quite uniformly for
different vegetation types, showing an initial greening process between days 250 and 300
of the respective year. This growth coincides with the start of the wet period, around
mid-September and October, when the rainy season resumes (see Figure 4).

The final phase of the season (EOS) demonstrates a certain overall uniformity,
but there are noticeable variations in the observed responses. It can be noticed that in
practically all vegetation formations, there are parts that exhibit a relatively early EOS
(indicated by purple colors, transitional regions, or vegetation boundaries). This stage
begins around DOY 110 (mid-April) and extends until day 160 (early June). It is in the
first days of June that the majority of vegetation effectively enters the end of the season,
extending until DOY 180 (end of the same month). This pattern is evident by the lighter
shade in the EOS quadrant (Figure 5) and in Figure 4.

Further analyzing EOS, it is possible to observe that the vegetation types Savanna
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Figure 5. Spatial variation of some phenological metrics for the 2020 growing
season.

Grassland, Wooded Savanna and Open Wooded Savanna exhibit prominent regions that
experience the final phase of the season later, especially in the southernmost part. In these
regions, the final phase starts on DOY 210 and extends until DOY 230 (late June to mid-
August). Additionally, there are some areas that show an extremely late termination of the
cycle, extending until DOY 320 (mid-November), i.e., during the wet period. Therefore, it
is believed that these estimates might contain some errors as they exhibit inconsistencies.

The length of the growth cycle (LOS) generally demonstrates that the vegetation
types have durations ranging between 240 and 280 days. The most significant fluctua-
tions appear in the vegetation types Wooded Savanna, Open Wooded Savanna, Woodland
Savanna and Savanna Grassland which show portions with growth cycles of more than
300 days. It is worth highlighting that the Forest Formations and Gallery Forests present
relatively short cycle lengths, oscillating between 190 and 230 days.
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Checking the recorded NDVI peaks (POP), it is observed that this threshold is
reached in the early days of the year in practically all vegetation types. The vegeta-
tion types Savanna Grassland and Wooded Savanna stand out, showing vegetation index
peaks in the months of November and December (starting from DOY 300). On the other
hand, the minimum values (POT) are distributed between days 220 and 250 (August and
September). This pattern follows the rainfall regimes, where POP and POT reflect the
rainy and dry seasons, respectively.

The average NDVI values during the growing season (MGS) ranged between 0.69
and 0.74, with a maximum average record of 0.84. The maximum values (PEAK) showed
a significant frequency between 0.76 and 0.82, reaching a maximum peak of 0.89. The
minimum values (TROUGH) exhibited a high frequency between 0.38 and 0.74, reaching
a minimum of 0.16. It is noticeable that the vegetation types Wooded Savanna, Forest
Formations and Gallery Forest had the highest values both on average and at the NDVI
peak. Regarding the minimum maximums (TROUGH), the Dense Woodland Savannas
and Gallery Forests stand out with indices above 0.70. This characteristic is consistent, as
these vegetation types have relatively intense photosynthetic activity. In contrast, the less
photosynthetically active vegetation types such as Savanna Grassland e Shrub Savanna,
Open Woodland Savanna and Woodland Savanna presented the lowest average and max-
imum NDVI values, consequently showing the lowest minimum maximum values.

Regarding the phenological metrics for the year 2021 (Figure 6, it can be observed
that the SOS period is narrower than that observed in 2020, mainly spanning from day
260 to day 270, with some SOS areas close to day 300. These dates correspond to the
beginning of the rainy season around mid-September to early October. The later start of
the season from DOY 350 corresponds to Savanna Grassland areas. As for the EOS in
2021, it also occurs more distinctly than the previous year, concentrated between days
170 and 180 for all vegetation types, which also coincides with reduced rainfall and the
water deficit period.

Since the beginning (SOS) and the end (EOS) of the growing seasons didn’t show
much variation for most vegetation types, the duration (LOS) of the vegetation growth
phase also follows the same pattern. Areas where SOS occurred between DOY 260 and
270 had a duration between 260 and 285 days. Those that started on DOY 300 recorded
a slightly shorter duration between 225 and 240 days.

Even though the classification displays this pattern, there is a northeastern area of
the classified image that exhibits divergent behavior, with SOS and EOS on days 303 and
365, respectively, and an LOS of 62 days. This area overlaps Savanna Grassland, Wooded
Savanna and Open Woodland Savanna vegetation types, without conforming to their pat-
terns. This might indicate a possible influence of another factor, such as topography or
cloud cover, on the calculation of these metrics through NDVIL.

Considering the maximum and minimum NDVI values and the days on which
they were recorded, there’s also a noticeable relationship with rainy and dry seasons. The
highest frequency of maximum NDVI values (PEAK) lies between 0.75 and 0.80, with
the highest recorded being 0.88. These maximum value occurrences (POP) are mainly
in areas of Wooded Savanna and Dense Woodland Savanna and during the early days of
January, coinciding with the year’s highest total rainfall. Other points, also with NDVI
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Figure 6. Spatial variation of some phenological metrics for the 2021 growing
season.

above 0.70, were recorded in December.

As for the minimum values (TROUGH), they are more frequent in the range of
0.37 to 0.42, in Savanna Grassland and Shrub Savanna areas. The temporal distribution of
the minimums (POT) has more variability than the PEAK and is mainly from DOY 210 to
230, in the months of July and August, the period of water deficit. In a central area of the
map, within the Wooded Savanna vegetation type, the least variation in NDVI between
maximum (0.85) and minimum (0.66) occurs. The minimum value recorded by this point
is higher than the maximum value recorded in some points of a Savanna Grassland area
in the lower right corner of the image, which experienced more instances of fires during
the year.

The average NDVI values during the 2021 growing season (MGS) appear mainly
between 0.65 and 0.70, 0.04 lower than in the year 2020. The highest averages were
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recorded in Wooded Savanna areas. Although the Dense Woodland Savanna and Gallery
Forest vegetation types also had high averages, they don’t stand out as much compared
to 2020 and the Wooded Savanna areas. The lowest averages were recorded in Savanna
Grassland areas and on the edges of some Woodland Savanna and Shrub Savanna areas,
with a minimum value of 0.44.

3.3. MGS Behavior between Phytophysiognomic Regions and Years

The statistical analysis of this metric (MGS) corroborates the above results through the re-
sults of the 2-factor ANOVA (Table 1), which indicate that there is an influence of the year
and the phytophysiognomic region on its behavior (p-value < 0.0001 for both variables).
The interaction between year and phytophysiognomic region was not significant (p-value
=(0.0057). However, due to the proximity of the significance level, it was considered that
there is an interaction between these two variables, i.e. that despite their independence,
the influence of one on the MGS does not occur by itself, but also by the other.

Variables P-Value
Phytophysiognomy 1.48 x 1071
Year 435 x107°
Phytophysiognomy: Year 0.06

Table 1. ANOVA Results.

Using the EMM, it was possible to observe significant differences in MGS in
2020 and 2021 between Savanna Grassland and Wooded Savanna, and Savanna Grassland
and Gallery Forest (p-value < 0.0001 in all cases). On the other hand, there were no
significant differences between Wooded Savanna and Gallery Forest in 2020 (p-value =
0.9080) and 2021 (p-value = 0.0566) (Table 2). This indication of similarity is consistent
with the characteristics of both vegetation types, which have high photosynthetic activities
and therefore do not show significant differences in NDVI.

Year Group 1 Group 2 Adjusted P-Value
2020 Savanna Grassland Wooded Savanna 6.83 x 1078
2020 Savanna Grassland  Gallery Forest 1.47 x 10710
2020 Wooded Savanna Gallery Forest 0.91

2021 Savanna Grassland Wooded Savanna 450 x 10713
2021 Savanna Grassland  Gallery Forest 7.87 x 1077
2021  Wooded Savanna Gallery Forest 0.06

Table 2. EMM Results.

4. Conclusions

Through the analysis conducted in this study, the significance of using phenological met-
rics to aid in the identification and enhance the understanding of various characteristics
of vegetation formations in the Cerrado biome was evident. Given that seasonality plays
a crucial role in comprehending the phenological dynamics of this environment, the cal-
culated parameters prove indispensable in assessing the vegetation within the Brazilian
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savanna. This relevance is reinforced especially when seeking to establish a solid foun-
dation for the development of a consistent system for mapping phytophysiognomic vari-
ations through remote sensing in the context of the Cerrado.

Anchored in the statistical analysis, especially when testing the MGS metric, the
use of the Normalised Difference Vegetation Index (NDVI) to determine these param-
eters showed satisfactory performance in discerning the different phytophysiognomies.
The metrics that stood out most in this context, apart from the average values, were the
maximum and minimum NDVI values (PEAK, TROUGH). Overall, these indicators ade-
quately characterised phytophysiognomies such as Wooded Savanna and Gallery Forests,
for example.

The other metrics also demonstrated relevance, especially concerning the spatial
and temporal patterns of certain physiognomies. The location of vegetation peak and
minimum (PEAK and TROUGH) relatively accurately characterized Savanna Grassland
areas and other vegetation formations. On the other hand, metrics related to the start,
end, and duration of the season were effective in delineating regions affected by fires,
especially when related to the TROUGH metric.

Another significant contribution is the potential that phenological analysis offers
in studies related to wildfires. This approach assists not only in identifying these areas but
also in providing a detailed characterization of the vegetation recovery and regeneration
process.

In light of this, it becomes essential to undertake further studies with the aim
of refining the identification and classification of vegetation in the Cerrado. There are
still numerous experiments to be conducted to correlate phenological behavior with the
diverse phytophysiognomies present in the region. In this regard, conducting comparisons
between different vegetation indices using distinct sensors is of interest. An example is
the study conducted by Haddad (2022).

Lastly, it is possible that through these efforts, new and significant contributions
will be added, particularly regarding the challenges presented by this research area. Cloud
cover, processing capability, and the interpretation of metrics concerning data’s spatial
resolution, for instance, still require attention to be overcome.
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Abstract. Soil formation and change is controlled by the parent material and
land use/land cover dynamics, among other factors. The objective is to identify
the main soil-lithology and soil-land use/land cover (LULC) associations in Rio
de Janeiro state, Brazil, by preparing raster layers and combining them using
map algebra. The primary soil classes include Argisols, Oxisols and Cambisols,
occurring across many lithology and LULC classes, followed by Gleisols and
Spodosols associated with sandy lithology in the coastal plain. The predominant
soil-LULC associations include Argisols and Oxisols on pasture, forest, and
agriculture. Soil-lithology and soil-LULC associations in Rio de Janeiro
support soil mapping, land conservation and policy making.

1. Introduction

In the domain of environmental and soil sciences, the importance of an approach centered
on soil as an integral part of an ecosystem has been emphasized. Therefore, the
transformations that occur in the soil, whether derived from natural- (e.g., geological) or
anthropogenic-related processes (e.g., land use/land cover), directly influence ecosystem
dynamics and the quality of life on Earth (Grunwald, 2009).

In this context, scientists have developed various methods to map, analyze, and
understand the dynamics involved in soil formation and its relationship with landscape
transformation, recognizing the influence of these relationships for soil mapping and land
use management (Scull et al., 2003; Grunwald, 2009). In recent decades, geotechnologies
have facilitated the digital mapping of soils through the use of software that processes
environmental data, such as soil data and its covariates in Geographic Information
Systems (McBratney et al., 2003).

Grunwald (2009) draws attention to the need to establish appropriate spatial and
temporal scales to enhance the applications of digital soil mapping, such as the
development of predictive models for soil attribute dynamics. Furthermore, the use of
different historical databases should be approached with caution, as they are subject to
georeferencing errors and incompatibilities that can lead to inconsistencies and
uncertainties in data interpretation. Thus, it is critical to evaluate the relationships among
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soil and soil-forming factors (i.e., environmental covariates) at regional scales as a first
step towards using open-access online databases of legacy soil and environmental data
for soil mapping.

2. Objective

The goal is to identify the main soil-lithology and soil-land use/land cover (LULC)
associations in Rio de Janeiro state, Brazil, by map algebra of their raster layers. A
methodology to prepare and associate soil, lithology and LULC layers is presented.

3. Materials and Methods

3.1. Study area

The Rio de Janeiro state (Figure 1) covers an area of ~43,767 km? and is part of the
Southeast region of Brazil, bordered to the south and east by the Atlantic Ocean, to the
north, northeast and west by the states of Minas Gerais, Espirito Santo and Sao Paulo,
respectively.

45°00'W

2°00'S

4t0ow 43°00w 42°00W 41°00W

Figure 1. Location of the study area (Rio de Janeiro state, Brazil).

The relief of the state consists of mountainous areas and lowlands. The
mountainous region comprises the extensive Serra do Mar Mountain range, stretching
from the coast in the Parati municipality, where it is known as Serra da Bocaina, central
part of the state in the municipalities of Petropolis, Teresopolis and Nova Friburgo, where
it is named Serra dos Orgdos region (Fundagdo Ceperj, 2010).
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The Rio de Janeiro lowlands comprises depressions and plains (IBGE, 2009),
including the Paraiba do Sul river depression to the north, the Guanabara and Sepetiba
depressions to the south, and the coastal plain, which is more extensive in the northeastern
coastal areas of the state.

According to INEA Land Use and Land Cover mapping (2018), fields and/or
pastures are widely distributed throughout the state, occupying more than 50% of the
territory. Forest formations in various vegetative stages cover around 30% of the state,
corresponding mainly to the Serra do Mar region, with the largest fragments in
protected areas. Agriculture occupies around 7% of the state and urban areas about 6%.
Rocky outcrops cover only around 0.5% of the territory, while mangrove areas, sandy
ridges and restinga occupy 0.4%, 1.3% and 0.9% respectively.

Based on past studies and mappings, Heilbron et al (2016) proposed the mapping
of the Geology and Mineral Resources of the State of Rio de Janeiro. According to the
authors, the state's territory is located over a crystalline basement, that belongs to an
orogenic belt which extends for approximately 1400 km along the S-SE coast of Brazil,
called Ribeira Belt. The basement rocks have been deformed in the Neoproterozoic,
during diachronic processes of subduction and continental collision in the Brasilian-Pan
African Cycle, and exhibits complex deformation processes. These units cover about
20% of the state, being characterized, by granitic and basic ortho derivative
metamorphic rocks, with alkaline tendency (Heilbron et al. 2016).

Neoproterozoic metasedimentary and metavolcanosedimentary sequences of high
metamorphic degree occur interspersed with the basement and occupy around 40% of
the territory. They are mostly paraderivative gneisses, rich in mica and other aluminous
minerals, interspersed with quartz-rich rocks, calcisilicate, carbonate and amphibolite.
Heilbron et al (2016) also highlight the presence of intense magmatism associated with
the various phases of the amalgamation of the continents. These are mainly granite and
granitoid massifs (deformed or not) that stand out in the landscape, such as Serra dos
Orgdos, Macico de Itatiaia and Morro do Pao-de-Agucar.

During the Mesozoic and Cenozoic, the Ribeira Belt was affected by the rifting
process in the separation of the Gondwana continent and the formation of the Atlantic
Ocean. This process was called by Almeida (1976) as the Southeast Brazilian Rift
System, where there are records of periods of tranquility and stability, favoring
sedimentation and periods of intense magmatic activity and reactivation of Brazilian
structures, marked by the presence of mafic alkaline dikes or plutonic intrusions of
felsic alkaline magma, the uplift of Serra do Mar and the and formation of inland and
coastal basins in tilted structures in a hemi-graben system (Heilbron, et al. 2016).

Cenozoic (Tertiary and Quaternary) sedimentary coverings, notably occur in the
northeastern part of the state, in the region of the Paraiba do Sul river delta, where
sediments are reworked by the sea. Tertiary basins and Quaternary deposits also occur,
represented by river plains and sandy ridges in the metropolitan region, and small inland
Tertiary basins with Quaternary deposits along rivers, all associated with the formation
of the Southeast Brazilian Rift System duringthe Mesozoic (Carvalho Filho et al., 2003).

3.2. Preparation of soil, lithology and land use/land cover layers

The spatial layers used in this research were: soil, lithology and LULC. The software used
was ArcMap v. 10.7.1 (ESRI, Redlands, USA). In order to adjust the spatial reference
of the dataset, all maps were reprojected to Lambert Conical and Conformal projection
system. With the state of Rio de Janeiro dilfided into two distinct UTM zones (zone 23S
and 248S), due to its east-west extension, the use of Lambert Conical projection system is
necessary, aiming to reduce the level of deformation in the studied area, as highlighted
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in the IBGE cartographic manual (1999).

The soil layer used was produced by Embrapa Solos at the 1:250.000 scale
(Carvalho Filho et al, 2017), and was downloaded in shapefile format from
<https://geoinfo.cnps.embrapa.br/layers/geonode%3Asolos_rj lat long wgs84 1>. The
soil layer was dissolved by the soil order (Santos et al., 2018) of the first component of
the mapping unit in the legend, resulting in 17 categories, where 10 categories represent
soils orders and the other 7 categories represent other non-soil features.

The lithology layer was obtained from the Geological and Mineral Resources Map
of Rio de Janeiro State at the 1:400.000 scale (Heilbron et al., 2016), produced by the
Brazilian Geological Survey, and was downloaded in shapefile format from
<https://rigeo.sgb.gov.br/handle/doc/18458>. A “lithotype” field was created in the
lithology layer attribute table to group lithology types by their similarities as related to
soil formation (e.g., sandy vs. clayey lithology) (Andrade et al., 2023, in these
Proceedings). Then, the lithology layer was dissolved by the lithotype field, resulting in
9 lithology categories.

The soil and lithology maps were produced at very different scales, which directly
affects the amount of information generated combining them. As de Menezes and Neto
(1999) highlight, generalization processes can cause a significant change in analysis,
which may result in loss or gain of information. In order to approximate the level of
detail of the two maps, only the first categorical level of soil classification was used, as
a way of generalizing the mapped information, reducing its scale and making it more
compatible with the lithological classification.

The soil and lithology shapefiles were clipped to the Rio de Janeiro state
boundaries and converted to raster format, with an output cell size of 30 m. To reduce
errors and inconsistencies generated in the combination of soil with lithology and LULC
layers, the classes that represent water bodies, rocky outcrops and “other”-type categories
were removed from all layers by using a conditional statement in the Map Algebra tool
of the Spatial Analyst extension.

The LULC map was obtained from the MapBiomas project (MapBiomas, 2016),
following the instructions at item 5 of the “MapBiomas Collections” page
<https://brasil.mapbiomas.org/colecoes-mapbiomas>, using a Toolkit on the Google
Earth Engine plataform. The map was downloaded in raster format, with 30 m of pixel
resolution. The 22 classes were merged into 12 classes, based on similarities of the
environment, such as wetlands, environments with sandy soils, agricultural areas and
built-up and barren areas (Andrade et al., 2023, in these Proceedings).

3.3. Combination of soil with lithology and LULC layers

In a raster layer, the “Value” field presents the value of the pixel. In this study, each pixel
value represents a specific category in the soil, lithology or LULC raster layers,
respectively. The “Count” field shows the number of pixels that belong to each pixel
value; therefore, the sum of the Count field corresponds to the number of pixels of the
raster.

The soil raster was combined with the lithology and LULC rasters, respectively,
by weighted sum. The weights are multiplication factors that are defined to avoid
overlapping of category combinations. As such, the first raster was multiplied by a factor
of 10, one order higher than the order of the categories of the second raster. Given the
value ranges of the soil, lithology and LULC rasters, a multiplication factor of 100 was
used for the first raster to derive soil-lithology and soil-LULC combined rasters
(Equations 1 and 2, respectively). In the resulting rasters, in the pixel values the hundreds
represent the lithology and LULC categorie]s(,)?espectively, and the units represent the soil
categories. For instance, a pixel value of 302 means that the lithology (or LULC) class in
the pixel is 3 and the soil class is 2.
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soil_lithology = 100 X lithology + soil (N
soil LULC = 100 X LULC + soil )

4. Results and Discussion

4.1. Soil and lithology associations

The most common soil-lithology associations in the state, covering about 77% of the
territory, are shown in Figure 2. Argisols are present in the majority of soil-lithology
combinations, covering ~35% of the state, and coincide with all types of parent materials.
Although Argisols are mainly associated with Quartzofeldspathic rocks (~18%), most
Mafic and ultramafic rocks (~6%) and Carbonate and silicate rocks ~5% are associated
with Argisols.
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Figure 2. Most common soil and lithology associations in Rio de Janeiro state,
Brazil. QFR, Quartzofeldspathic rocks; MUR, Mafic and ultramafic rocks; CCR,
Carbonate and calcisilicate rocks; MQFR, Micaceous quartzofeldspathic rocks;
SUS, Sandy unconsolidated sediments; QRR, Quartz-rich rocks; CUS, Clayey
unconsolidated sediments.

Second in the occurrence area, Oxisols occupy ~21% of state mostly in the central
to west and southwest regions (Figure 2), with more than half of the Oxisols associated
with Quartzofeldspathic rocks (~11%), followed by Quartzofeldspathic micaceous rocks
(~7%) and Mafic and ultramafic rocks (~3%).

Cambisols have the third largest area (~12% of the state) and are located in the
central part of the state (Figure 2). They are associated with Quartzofeldspathic rocks
(~10% of the state) and Quartz-rich rocks (~2%). Gleisols, Neosols, Spodosols, Planosols
and Organosols make up for 11% of theigigte and are mostly associated with Sandy
unconsolidated sediments in the state lowlands and coastal plains. Mangrove soils (0.3%
of the state) are associated with Clayey unconsolidated sediments



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

4.2. Soil and land use/land cover associations

The predominant soil-LULC combinations, covering about 80% of the state, are shown
in Figure 3. Soil combinations with Pasture, Forest and Mosaic of pasture and agriculture
take up most of the state, followed by Agriculture, Beach, dune and sandbank, and
Wetlands and mangrove.

About 55% of the state is occupied by Pasture, and Mosaic of pasture and
agriculture. The soils that occur in these LULC classes include Argisols (30% of the
state), Oxisols (~16%) and Cambisols or Gleisols (~9%). Native Atlantic Forest (i.e., the
“Forest” LULC category) covers about 27% of the state, and is mainly associated with
Cambisols (~11%), Oxisols (~9%) and Argisols (~7%).
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Figure 3. Most common soil and land use/land cover associations in Rio deJaneiro state,
Brazil.

Argisols and Oxisols are primarily located in the depressions of the Paraiba do
Sul River, and Guanabara and Sepetiba lowlands, and are likely derived from the
weathering of the abundant granitic/tonalitic rocks in the state, resulting in acidic, clayey
soils with low natural fertility. They are the most widely used soils for pasture and
agriculture in thestate, and thus, require an adequate management including liming and
fertilization to increase their natural pH and improve their natural fertility, as well as
conservation measures to avoid erosion, especially in Argisols that are more prone to
erosion.

On the other hand, Cambisols are more associated with higher-altitude regions
with steeper slopes, where Forest and Pasture LULC, and Quartz-feldspathic rocks
lithology prevail. Gleisols and Spodosols derive mainly from Sandy unconsolidated
sediments located in the state lowlands and coastal plains. Gleisols are commonly found
under Pasture and Wetlands and mangrove LULC, which makes sense, since, by
definition, Gleisols are formed in areas that are regularly flooded. Accordingly, Spodosols
are soils with sandy texture along the VertiCﬁ%proﬁle that have organic matter and/or iron
accumulated in deeper soil layers. Beach, dune and sandbank areas, with which Spodosols
are associated, are the ideal environments for their formation. Neosols, Planosols,
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Organosols, and Chernosols did not exhibit any striking combinations with either
lithology or LULC as they occur in small areas in the state.

Soils under Agriculture include mostly Oxisols and Argisols, and account for ~3%
of the state. They are concentrated in the northern portion of the state, in the Campos dos
Goytacazes and Sao Francisco do Itabapoana municipalities. Although most agricultural
activities occur on Oxisols and Argisols, they also occur on other less representative soil
classes; however, some soils classes are less suitable for agriculture due to restricted
drainage conditions and high susceptibility to loss of nutrients and biodiversity, as is the
case of Gleisols, Organosols, Mangrove Soils and Spodosols.

5. Conclusions

The soil-lithology associations indicate from which parent materials the soils were
formed, assisting in the definition of procedures that use lithology information to infer on
soil classes, and vice-versa. For instance, lithology layers are commonly used as
covariates to predict the occurrence of soil types and to map soil properties by digital soil
mapping. Moreover, the soil-lithology associations provide insights on soil and
environmental fragility, sustainability, and diversity, e.g. by highlighting simultaneously
areas with rare soils and rare geology that deserve tailored preservation and conservation
measures and policy.

Along the same lines, soil-LULC associations indicate which land uses are
adopted on which soil types. They can be used to guide decisions on soil conservation
and management at the local scale, since different soil types require different management
strategies depending on the land use; and on land use planning, biodiversity protection,
and urban and rural development at the regional scale, by matching soil types and land
uses according to their mutual suitability minimizing environmental, social and economic
impacts and improving the soil and land quality and sustainability.
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Abstract. The Atlantic Forest (AF) is a biodiversity hotspot and the most deforested Brazilian
biome. This work presents first the concepts of the Brazilian Satellite Monitoring Program, now
extended to all Brazilian biomes including the AF (PRODES-MA). Then, an exploratory spatial
analysis of the recent deforestation patterns is presented. According to PRODES-MA, out of the
1.032,69 km? deforestation increment in 2022, the majority (98%) stands for small areas (<
1,99km?) located in forest-type phytophysiognomies: Seasonal Semideciduous (27%), Dense
Ombrophilous (19%) and Seasonal (14%,). Deforestation is concentrated in four regions of
federal states (Bahia, Minas Gerais, Parand, and Santa Catarina), and clusters of
municipalities presented a positive deforestation autocorrelation. Current AF deforestation is
concentrated, and related to some municipalities' economic activities. Satellite monitoring

systems, such as PRODES-MA, provide relevant data to assist AF conservation policies.

1. Introduction

The Atlantic Forest (AF) is a biome of tropical and subtropical forests, originally covering
nearly the entire Atlantic coast of South America, and stands for 15% of the Brazilian
territory. Its vegetation encompasses several native phytophysiognomies: Dense Open
and Mixed (also known as Araucaria) Ombrophilous and Seasonal Semideciduous and
Deciduous, mangroves, sandbanks, high-altitude fields, swamps and forest enclaves in
the Northeast [Ponzoni and Pessoa 2015]. AF is a global biodiversity hotspot, with a high
level of endemism. At the same time, the AF is the only Brazilian biome with a non-
dominant vegetation coverage. According to IBGE, in 2018, the remaining natural
vegetation in the AF was 12,6% of its original area, which is a result of a historical human
occupation process in the region that nowadays accommodates 72% of the Brazilian
population including some resistant and diverse Indigenous Land and Quilombola
Territories [IBGE 2020].

The Atlantic Forest is characterized by high levels of forest fragmentation that
resulted from intensive deforestation activities throughout its colonization history. Such
fragmentation issues are aggravated by the socio-economic context, the regional
agricultural dynamics, and the high levels of urbanization [Fonseca 1985], [Ranta 1998].
Nowadays, the population residing in the AF domain faces landslides, floods, high
temperatures, and other environmental risks all intensified by the removal of forest
remnants. For the year 2022, PRODES accounts for 1.032,69 km? of deforestation
[TerraBrasilis, 2023]. Consequently, there has been an economic downturn and a
reduction in the quality of life [Gelain 2012], [Duarte 2017]. Despite the high rates of
deforestation, there are still significant forest remnants in the AF that demand monitoring
and preservation [Nascimento 2016].
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The suppression of native vegetation in the Atlantic Forest occurs along the
biome's gradient associated with various human processes and activities. Neighboring
municipalities tend to exhibit similar deforestation behavior, implying spatial
autocorrelation since the type of occupation or economic activity in one location can
affect surrounding regions [Brown et al. 2016]. Recognizing deforestation spatial patterns
provides fundamental information to enhance monitoring, as well as to formulate
strategies for the restoration and preservation of its native vegetation.

Remote sensing is an efficient tool for diagnosing and monitoring the Atlantic
Forest vegetation. Specifically, deforestation monitoring data, by providing continuous
information, enables the identification of where, when, and how deforestation occurs.
Additionally, remote sensing is one of the tools that allow us to assess the current state of
forests, their changes over time, and the formulation of effective strategies for the
conservation and restoration of the biome [ Amaral et al. 2023], [Junior et al. 2006].

To obtain accurate information on deforestation in Brazil, develop carbon dioxide
emissions strategies, and establish a system for observing and monitoring deforestation
in Brazilian biomes, the Ministry of Environment (MMA) instituted the Environmental
Monitoring Program of the Brazilian Biomes (PMABB) through Ordinance No. 365,
dated November 27, 2015 [D. O. U. 2015]. This program extended the methodology
developed and enhanced since 1988 by the PRODES-Amazonia project [INPE 2019] and
PRODES-Cerrado [INPE 2018] to the other Brazilian biomes to mention: Atlantic Forest,
Caatinga, Pampa, and Pantanal. The PMABB established a biennial inventory of
deforestation maps from 2000 to 2016, and after 2017 up until 2022 such mapping became
annual [INPE-Funcate 2019]. In addition to the historical series, the TerraBrasilis
platform was developed to enable analysis, visualization, and access to PRODES results,
and extensive geospatial data [Assis et al. 2019].

Continuing the PMABB initiative, INPE presented the PRODES Mata Atlantica
Project (PRODES-MA) - a satellite-based deforestation monitoring system for the
Atlantic Forest, mapping annual deforestation increments starting from 2023. The project
employs images from the MSI/Sentinel-2 satellite, with superior spatial and temporal
resolution compared to the Landsat satellite images utilized in the PMABB program.

In this context, given the deforestation data of the Atlantic Forest available and
the recent deforestation processes within the biome, this article raises the following
questions:

1) What concept is used, or what constitutes deforestation for the PRODES-
MA system? How are polygons mapped by this concept detected, considering the adopted
methodology?

2) What are the primary characteristics of deforestation in the Atlantic Forest
regarding the distribution and location of deforested areas? Where are the biome's
deforestation hotspots? Which phytophysiognomies are mostly affected by deforestation?

3) Within the municipal context, are there significant spatial patterns of
deforestation occurrence in the Atlantic Forest, and of what nature are they?

This study presents initial exploratory analyses of PRODES-MA deforestation
data. To answer the proposed questions, we explain the concept of deforestation and then
characterize the main deforestation spatial patterns and autocorrelation. This work
contributes to the presentation of PRODES-MA, highlighting its potential to generate
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valuable information for conservation strategies. By identifying the most affected areas
and highlighting deforestation patterns, priority areas for monitoring, protection, and
restoration are pointed out.

2. Atlantic Forest PRODES Monitoring System

Continuing the historical series and monitoring of PMABB, INPE integrated the Atlantic
Forest biome into the PRODES project, monitoring the annual deforestation rate. We refer
to the deforestation data generated at PMABB and produced from 2023 onward as
PRODES Mata Atlantica project (PRODES-MA). Annually, deforestation data is mapped
through visual interpretation, ata 1:75.000 scale, for areas larger than 1 ha (hectare), using
satellite images. Up to 2022, the mapping relied on OLI/Landsat series images (30 m)
with an R5G6B4 composition. For 2023, INPE implemented mapping using
MSI/Sentinel-2 images (20 m), and R8G11B4 band composition.

In PRODES-MA, deforestation refers to areas where native vegetation of the
Atlantic Forest has been suppressed. This includes both forested and non-forested
physiognomies. Deforestation is identified by comparing the current spectral pattern of
native vegetation with the pattern from the previous year's image. The detection does not
involve identifying the specific land use or coverage to which the cleared native
vegetation areas were converted. Mapping is carried out solely for the evident removal of
native vegetation [INPE-Funcate 2019]. Once mapped as deforestation, the area will not
be observed in subsequent years, and its limits will be included in the "deforestation
mask" for the following years. This "mask" refers to the accumulated boundaries of all
previously mapped areas. Therefore, PRODES-MA does not observe deforestation in
secondary forest areas, following PRODES methodology.

The detection of deforestation by visual interpretation is based on the spectral and
contextual distinction of targets, which can vary according to the type of soil,
phytophysiognomy, climate, and historical context, in different sub-regions of the biome.
The classes and criteria for the mapping are outlined in an Interpretation Key, which
guides the deforestation classification. The Mapping Protocol and procedures were built
upon methods consolidated in PRODES Amazonia [INPE 2019] and PRODES Cerrado
[INPE 2019]. Interpretation is facilitated by the TerraAmazon [INPE and Funcate 2023]
software system, which systematizes and manages the geographic database and the results
are made available to TerraBrasilis.

3. Methodology

Deforestation data from PRODES-MA 2022 was accessed from TerraBrasilis, pre-
processed, and analyzed in terms of size, distribution, phytophysiognomy, and spatial
dependence. Specifically, deforestation polygons were analyzed considering their
distribution of area frequency (Histogram); the distribution was discussed based on a
deforestation density distribution map (Kernel density); and the assessment of
deforestation patterns was observed considering their phytophysiognomies, and spatial
correlation analyses (Moran's Index).

The study area corresponds to the Atlantic Forest biome, whose geographical
boundaries were defined by the Instituto Brasileiro de Geografia e Estatistica (IBGE) in
2019 at a 1:250.000 scale (Figure 1-A). With 1.110.182 km?, the biome is found in 3.082
municipalities of 17 federative units (Alagoas-AL, Bahia-BA, Ceara-CE, Espirito Santo-
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ES, Piaui-PI, Goias-GO, Mato Grosso do Sul-MS, Minas Gerais-MG, Rio de Janeira-RJ,
Sao Paulo-SP, Paraiba- PB, Pernambuco-PE, Parana-PR, Santa Catarina-SC, Sergipe-SE,
Rios Grande do Norte-RN e Rio Grande do Sul-RS). Due to its latitudinal extent, the
Atlantic Forest exhibits a diversity gradient of phytophysiognomies [IBGE, 2012],
reflecting the environmental complexity of soil categories, terrain, forested and non-
forested formations, and associated ecosystems (Figure 1-B).

40°W
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Figure 1. A) Atlantic Forest Biome's limit in Brazil; B) Phytophysiognomies of the
Atlantic Forest Biome.

The main database for this study is the deforestation vectors of the Atlantic Forest,
generated by PRODES-MA and published on the TerraBrasilis portal, within a single
geopackage file. This file includes the following vectors: 1) cumulative deforestation,
comprising the complete mapping of native vegetation loss up to 2000; 2) annual
increment — polygons depicting annual native vegetation loss mapped from 2000 to 2022;
3) cloud - unobserved areas, which include polygons of cloud, cloud shadow, and terrain
shadow; 4) hydrography; 5) residual. Residual class in PRODES corresponds to areas
where deforestation occurred in any previous year but was not mapped at that date due to
identification challenges. For this study, we accessed the annual increment layer and
selected only deforestation polygons for the year 2022.

Due to spatial clipping for publication based on state boundaries and scene origin,
the deforestation polygons in TerraBrasilis might exhibit areas under 1 ha. In this study,
polygons smaller than 1 ha (the project's minimum area) were excluded to avoid bias in
the area analysis. These geometries, which are less than 1 ha in size, collectively sum up
to 15 km?, constituting less than 0,002% of the total deforested area in the historical series
(790.008,151 km?).

The limit of the Atlantic Forest biome [IBGE, 2019] was used to cut out the
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vegetation map (phytophysiognomies) [IBGE, 2021], and the political division base,
which contains the municipal boundaries and federal units [IBGE, 2022]. To analyze
deforestation within the phytophysiognomies, the first level of legend (legend 1) was
utilized, containing the classes: Open Ombrophilous Forest; Dense Ombrophilous Forest;
Mixed Ombrophilous Forest; Deciduous Seasonal Forest; Semideciduous Seasonal
Forest; Savanna; Savanna-Steppe; Steppe; Pioneer Formation; Contact Areas and
Continental Water Bodies (Figure 1-B).

Deforestation vector data for 2022 composed of a total of 25.380 deforestation
polygons, were used in the analysis of the current general deforestation patterns. Basic
statistics of the polygons were calculated, as well as their intersection area to the
phytophysiognomies of the Atlantic Forest. The general deforestation distribution was
analyzed based on a hotspot map, calculated from the center of mass of the deforestation
polygon centroids. For this Kernel density map, the area of each deforestation polygon
was attributed as the weight of its respective centroid, the operating radius was 100.000
m, and the pixel size was 100 m.

For spatial correlation analysis, initially, 2022 deforestation areas were computed
for each of the 3.082 municipalities within the AF biome. Then, we conducted spatial
analysis by calculating Moran's Index, which correlated each municipality's deforestation
vectors with the average deforestation area of neighboring municipalities' polygons. We
utilized a first-order Queen Contiguity spatial weight matrix.

Data preprocessing, phytophysiognomies deforestation statistics, and Kernel
density results map were processed in QGIS software. Spatial correlation analyses were
performed using GeoDa software.

4. Results

4.1. Deforestation area characteristics

In 2022, as reported by TerraBrasilis, PRODES-MA mapped 1.032,69 km? of
consolidated deforestation increment within the biome. For this study, a total of 1.032,610
km? of deforested area was considered after removing polygons smaller than 1 ha. The
geometries of deforestation within the AF biome for the year 2022 exhibit polygon areas
ranging from 0,010 km? (minimum area) to 3,827 km? (largest observed area). However,
the majority of deforestation polygons (98%) fall within the range of 0,010 km? to
0,199 km?, with larger deforestation polygons accounting for a smaller proportion (2%)
of the database. The graphs (Figure 2-A, Figure 2-B) depict the predominant distribution
of 2022 deforestation polygons (98%) and illustrate an average area of 0,041 km? and a
median of 0,025 km?, with the first quartile above 0,017 km? and the third quartile below
0,042 km>.
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Figure 2. A) Distribution of deforestation polygons in km? for 2022 considering
98% of polygons analyzed; B) Statistic of deforestation polygons (98%).

4.2. Hotspot analysis and affected phytophysiognomies

The Kernel density distribution map revealed the deforestation hotspots (Figure 3)
highlighting the concentration of deforestation in four main regions: 1) southeastern
Babhia; 2) northern and northeastern Minas Gerais; 3) southern Parana; and 4) southern
Santa Catarina.

S5°wW 50°W 45°W 40°W 35°W

55°W 50°W A0°W

Figure 3. Deforestation hotspots of 2022 considering the distribution of point
density and polygon area.
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Considering the distribution of 2022 PRODES-MA within the AF biome, the most
affected phytophysiognomies was the Semideciduous Seasonal Forest, accounting for
27% of the deforestation (Figure 4). It is followed by the Dense Ombrophilous Forest,
comprising 19% of the year's deforestation, and in third place, the Deciduous Seasonal
Forests with 14% of the year's deforestation. The least affected phytophysiognomies by
deforestation in 2022 were: Savanna-Steppe (0,1%), followed by Open Ombrophilous
Forest (0,8%), and Savanna (1,4%).

Deforestation PRODES 2022 by Phytophysiognomies
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Figure 4. The total area of each phytophysiognomy domain in the Atlantic Forest
in 2021 and distribution of PRODES 2022 deforestation areas (km?).

4.3. Spatial autocorrelation analysis of deforestation

The Moran Global Index correlation resulted in 0,542, indicating a general positive spatial
autocorrelation. Deforestation presented spatial dependence, discarding randomness. The
Moran scatterplot map illustrates the relationships between neighbors (Figura 5-A). For
the High-High ratio (positive correlations), 227 municipalities were identified,
predominantly in the southern regions of the states of SC and PR, north and northeast of
MG and southeast of BA. For the Low-Low correlations (positive correlations), 703
municipalities prevailed, mainly in the northwest of the states of SP and PR and south of
MG. In 2.097 municipalities had no significant correlation. Inverse correlations, Low-
High (negative correlations), appeared in 46 municipalities, while inverse High-Low
correlations (negative) were observed in 7 municipalities (Figure 5-A).

For municipalities with High-High correlation, Steppe, Contact Areas, Mixed and
Dense Ombrophilous Forests, and Deciduous and Semideciduous Seasonal Forests are
predominant. In municipalities with Low-Low correlation patterns, Semideciduous
Seasonal Forests and Contact Areas predominate.

For results with statistical significance, 554 municipalities had p-value=0,05, 313
municipalities had p-value=0,01, and 116 municipalities had p-value=0,001 (Figure 5-B).
This gradation refers to the risk associated with rejecting the null hypothesis of Moran's
Index (which assumes spatial data independence) 5%, 1%, or 0,1% of the time. Hence,
the calculated value of p-value=0,001 (0,1%) means a higher level of confidence in the
analysis results. Municipalities with p=0,001 significance exhibited a greater number of
High-High correlations due to their strong spatial correlation of deforestation rates with
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neighboring municipalities in 2022. The p=0,001 significance level also displayed a
higher incidence of Low-Low correlations, albeit in a smaller number, indicating spatial

correlation in the low deforestation rates between municipalities for 2022.
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Figure 5. A) Moran Index correlation clusters for 2022 deforestation by MA
municipalities.; B) Significance levels of correlation by municipality.

5. Discussion

Our analysis, involving 25.380 deforestation polygons mapped for the year 2022,
unveiled three key findings directly tied to the PRODES methodology: 1) the substantial
portion of 2022 deforestation polygons closely approximate the minimum mappable area
(1 ha); 2) the 2022 deforestation hotspots are concentrated in northern and northeastern
Minas Gerais, southeastern Bahia, southern Parana, and southern Santa Catarina,
corresponding to the Steppe, Contact Areas, regions of Mixed Ombrophilous Forest,
Dense Ombrophilous Forest, and Seasonal Semideciduous and Deciduous Forest
phytophysiognomies; 3) Moran's Index revealed a global spatial dependence of
deforestation among municipalities, with significant dependency areas coinciding with
hotspots deforestation.

Considering the methodology and concepts adopted by PRODES-MA, during the
visual interpretation at a scale of 1:75.000, polygons of 1 ha are interpreted and detected
which may appear to correspond to small areas. However, when added to adjacent
polygons mapped in previous years, they indicate significant deforested areas. Therefore,
can be seen the importance of these parameters 's concepts on methodology.

The fact that most deforestation polygons in 2022 (98%) correspond to areas
ranging from 0,010 km? to 0,199 km? may be associated with environmental laws and
regulations that may have inhibited deforestation beyond these area limits in the biome.
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The Atlantic Forest Law (2006) rules the conservation, protection, regeneration, and use
of the biome, restricting permission to clear primary and secondary forests to just a few
specific situations [Atlantic Forest Law 2006]. Another significant legal framework is the
Forest Code, which establishes norms and guidelines for forest preservation, land use,
and regulation of water resources, which may have limited the suppression of native
vegetation [Forest Code 2012]. Recently, the presence of payment for ecosystem services
[Law 14.119 2012, Revised in 2021] has contributed to the increase in planted forest cover
in the AF and the reduction of native vegetation loss [Ruggiero 2019].

According to Moran's Index results, three clusters comprising 227 municipalities
with the highest concentration of 2022 deforestation were identified, namely, the northern
and northeastern regions of Minas Gerais; the southeastern part of Bahia; and the southern
regions of Parana and Santa Catarina. In these areas, the predominant affected
phytophysiognomies included Steppe, Contact Areas, Dense Ombrophilous Forest, and
Seasonal Semideciduous Forest. These clusters may be linked to various drivers of
different intensities, as indicated by underlying forces and proximate causes such as
changes in GDP, population density, and agricultural activities, among others. At a large-
scale analysis encompassing natural areas of Latin America, 369 scientific articles
published between 1990 and 2014 were examined, revealing three primary factors
directly linked to deforestation increase, in order of significance: agricultural expansion,
livestock farming, infrastructure, and roads, with population pressure also considered a
significant indirect factor [Armenteras 2017]. Studies conducted in the Atlantic Forest in
the state of Parana (PR) indicated that a 1% increase in GDP is associated with a 0,9%
higher likelihood of deforestation between 2000 and 2020. Additionally, each 1% rise in
population density was linked to a 0,2% increase in deforestation likelihood in the same
state and timeframe [Mohebalian 2022].

Similarly, in the northernmost region of Minas Gerais between 2000 and 2015, a
positive relationship was observed between GDP and population growth with
deforestation increment. Additionally, livestock farming and land cultivation emerged as
significant factors [Dupin 2016]. In addition to the mentioned factors, the commercial
exploitation of wood was also identified as relevant in explaining deforestation,
particularly in Seasonal Semideciduous Forest areas [Villela 2006]. Among the most
exploited species in this phytophysiognomy are Ivorywood (Balfourodendron
riedelianum) and Canjarana (Cabralea canjerana), as well as Jequitiba species that can
occur in both Seasonal Semideciduous and Dense Ombrophilous Forests [Carvalho
1998]. These forests respectively rank first and third in the deforestation outcomes by
phytophysiognomy in this study.

Two clusters comprising 703 municipalities with high correlation involving lower
deforestation concentration in the year 2022 (Low-Low) were identified. These
municipalities are primarily located in the regions between the northwest of Parana (PR)
and the southwest of Sao Paulo and between the southeast of Sdo Paulo (SP) and the south
of Minas Gerais (MG). In these regions, the predominant phytophysiognomies are
Seasonal Semideciduous Forest and Contact Areas, respectively. However, the Low-Low
correlation does not necessarily indicate a low degree of degradation of these
phytophysiognomies. The Seasonal Semideciduous Forest has the largest deforested area
among the phytophysiognomies, and Contact Areas rank fifth among the most degraded.

The low correlation results among municipalities (Low-High and High-Low)
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relate to a smaller number of municipalities in the analysis (53). In the High-Low, the
analyzed municipality exhibits more deforestation than the average of neighboring
municipalities, potentially indicating that such municipality has not yet influenced the
others. In Low-High cases, the analyzed municipality experiences less deforestation
compared to the average of its neighbors, similarly suggesting that it has not yet been
influenced by the others [Anselin 1995]. Reverse analysis cases often indicate areas with
possible transition pattern trends. High-Low cases may suggest the onset of a
deforestation process in the central region, while Low-High cases could indicate the
depletion of natural areas due to intense deforestation in previous years.

Considering that the areas identified as deforestation hotspots coincide with
significant High-High autocorrelation among municipalities, neighboring municipalities
likely engage in similar economic activities [Trigueiro 2020]. Depending on the region's
economic activities, there can be the generation or alteration of other factors that intensify
deforestation, such as the construction of highways and roads, product prices, agricultural
input availability, and rural credit [Margulism 2002], [Fearnsidef 2020], [Ferreira 2005].
In some Atlantic Forest regions, situated in the northeast of Minas Gerais, rural credit
showed a positive association with deforestation, meaning that higher rural credit led to
greater native vegetation suppression. Conversely, in the southeast of Bahia, there was an
inverse relationship between agricultural credit and deforestation [Guimardes 2023].
Thus, despite deforestation clusters being linked to distinct economic activities,
municipalities within each cluster should exhibit similarities in both economic activities
and their secondary effects that amplify deforestation.

6. Conclusion

This work elucidates the concept and methodology employed by PRODES Atlantic Forest
to facilitate its use in spatial geographic analyses. Deforestation in the Atlantic Forest,
according to PRODES-MA 2022, while significant for the entire biome (1.032,69 km?),
primarily occurs through the removal of small areas of native vegetation and is
predominantly associated with forest phytophysiognomies: Seasonal Semideciduous
Forest (27%), Dense Ombrophilous Forest (19%), and Seasonal Forests (14%). The
prevalence of deforestation areas close to 1 ha reinforces the importance of the PRODES-
MA methodology in monitoring the Atlantic Forest biome. If a larger cartographic scale
were adopted for visual interpretation or if satellite images had a spatial resolution of
more than 30 m, it would not be possible to identify the substantial portion of deforested
areas.

Using PRODES-MA 2022 data, current spatial deforestation patterns in the
Atlantic Forest were identified, including clusters of municipalities exhibiting positive
autocorrelation (High-High and Low-Low) for deforestation. In general, the 2022
deforestation hotspots coincided with clusters of municipalities showing significant
positive  High-High  autocorrelation,  primarily  associated  with  forest
phytophysiognomies. This concentration may be linked to the population growth, the
economic activities of municipalities, and the demand for raw materials and anthropized
space generated by these activities.

Therefore, considering the Brazilian Atlantic Forest biome, with only 12,6% of its
natural vegetation preserved, accommodating 72% of Brazil's population, the
deforestation process is still active and intense over specific areas. Data from PRODES-
MA makes it possible to monitor and study the ongoing deforestation process.
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Abstract. The HARMONIZE project, coordinated by the Barcelona Supercom-
puting Center, aims to create a digital infrastructure for health data integration
and climate analysis in Latin America & the Caribbean. It includes a data
platform, a climate module, and software toolkits to explore the data. This pa-
per presents EODCtHRS, an instance of the Brazil Data Cube Platform, named
HARMONIZE Instance, which accommodates data collected by drones in health
oriented field missions, local and regional health data, and data from in-situ
weather stations and climate models. The article presents the architecture of
EODC!tHRS, its current stage of development and planned versions.

1. Introduction

The lack of scientific knowledge about the connection between extreme weather events,
environmental degradation, and socioeconomic inequalities and their impacts on epi-
demics of infectious diseases increases the risk of spreading these diseases. This is par-
ticularly important in local communities susceptible to the effects of climate change in
the Latin America and the Caribbean (LAC) region. One component of the risk of pan-
demics of infectious diseases is the lack of alertness by agencies and the government.
Even though early warning systems for infectious diseases and extreme climatic events
exist, the capacity to integrate them is still lacking [Barcellos et al. 2016].

The HARMONIZE project, Harmonizing Multi-scale Spatiotemporal Data for
Health in Climate Change Hotspots in Latin America and the Caribbean, is coordinated
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by the Global Health Resilience group of the Earth Sciences Department at the Barcelona
Supercomputing Center (BSC). Its goal is to create digital toolkits that stakeholders in cli-
mate change hotspots can use to combine data about the environment, climate, and health
in a cost-effective and reproducible way. To do this, the project brings together groups of
different stakeholders, including software engineers, epidemiologists, and data scientists
from Latin America and Europe, to build digital infrastructure and tools for key partners
who are in charge of monitoring and sending out alerts about diseases that may be affected
by climate change, such as arboviruses, which are viruses spread by arthropods like flies,
mosquitoes, and ticks. The infrastructure will provide an enriched, harmonized set of data
from different sources, such as climate reanalyses and forecasts, Socioeconomic data, De-
mographic data, Health and Disease Surveillance data, Earth Observation (EO) data, and
high-resolution images from Remotely Piloted Aircraft' (RPA).

The HARMONIZE project is funded by the Wellcome Trust, partners include
the Oswaldo Cruz Foundation and the National Institute for Space Research (INPE) in
Brazil; the Universidad Peruana Cayetano Heredia in Peru; the Universidad de los Andes
in Colombia; the Oficina Nacional de Meteorologia in the Dominican Republic; and the
Inter-American Institute for Global Change Research in Uruguay.

The Earth Observation Data Cube tuned for Health Response Systems
(EODCtHRS) is a component of the HARMONIZE project, supported by the digital in-
frastructure of the Brazil Data Cube (BDC) developed at INPE [Ferreira et al. 2020]. This
project has a software-based platform used for the integration and interoperability of the
datasets in the HARMONIZE framework.

In this context, we present an overview of the EODCtHRS component. The devel-
opment was divided into four working streams, referring to modules with different data
RPA, Health, Climate and Data Science Environments. A web entry point is also been
developed to provide access to data visualization and analysis, including the front-end
and back-end solutions, named HARMONIZE Instance. Its development is based on the
software ecosystem related to the BDC Platform. This paper is organized as follows:
Section 2 presents the Data Cubes concepts and BDC initiative. Section 3 describes each
working stream of the EODCtHRS component and some preliminary results. Section 4
presents the HARMONIZE Instance. Final considerations are presented in Section 5.

2. Earth Observation Data Cubes

The Earth Observation (EO) data cubes refer to a data management technology used to
abstract data storage needed for an EO data organization. There is no specific definition
for them, but many examples of approaches exist [Sudmanns et al. 2023]. For example,
in the context of the BDC project, an EO data cube is a set of image time series as-
sociated with spatially aligned pixels having two spatial dimensions and one temporal
dimension associated with a set of values [Ferreira et al. 2020]. Recent initiatives to cre-
ate EO data cubes from remote sensing images for specific regions include the Swiss Data
Cube, Sen2Cube.at semantic EO data cube for Austria, Digital Earth Africa, Virginia Data
Cube, Digital Earth Pacific, Mexican Geospatial Data Cube, Open Data Cube, Australian
Geoscience Data Cube, Euro Data Cube and Brazil Data Cube [Sudmanns et al. 2023].

'Remotely Piloted Aircraft (RPA), aka “drone”, is an unmanned aircraft piloted from a remote station
by a qualified professional [International Civil Aviation Organization — ICAO 2016]
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2.1. Brazil Data Cube

Earth observation data acquisition and processing is a very big challenge for a country
with a continental-scale area such as Brazil. Currently, there is an abundance of data from
different satellites and sensors with distinct spatial, temporal, and spectral resolutions
available. The BDC project emerges in this context to facilitate the extraction of informa-
tion for the visualization and processing of large time series of Earth observation data. By
providing analysis-ready data organized as spatio-temporal data cubes, it removes from
researchers the exhaustive task of preparing these large amounts of data. It also provides
the infrastructure to generate and maintain the data cubes [Marujo et al. 2022].

The project develops a set of software packages to process and analyze data using
artificial intelligence, machine learning, and time series analysis of images, as well as a
web platform to allow its access and visualization. To ensure accessibility and collabo-
rative engagement, the BDC adopted an open-source approach for the two categories of
software packages: services and applications. Services are responsible for accessing and
processing the datasets and their metadata. Applications are software products for the end
user, including systems with Graphical User Interface (GUI) and application Program-
ming Interfaces (API) for the R and Python programming languages [Ferreira et al. 2020].

2.2. SpatioTemporal Asset Catalog (STAC)

The datasets produced in the BDC project can be discovered and accessed using the Spa-
tioTemporal Asset Catalog (STAC). The STAC is a set of specifications created by sev-
eral organizations collaborating to improve the interoperable search for satellite imagery.
A SpatioTemporal Asset is any data file that represents information about the Earth at
a certain place and time, generally in Cloud Optimized GeoTIFF (COG) format. This
format has an internal organization to enable efficient data access in distributed and high-
performance cloud environments [Zaglia et al. 2019]. The main goal of STAC is to stan-
dardize the way Asset metadata is structured and queried. The specification was initially
developed to handle scenes of satellite imagery, but it can be extended to include other
diverse types of data, such as aircraft and drone sensor data, videos, point clouds, digital
elevation models, vector data, etc [STAC Community 2022].

2.3. Brazil Data Cube Explorer

Brazil Data Cube Explorer (BDC Explorer)? is a web platform that presents improved ca-
pabilities for discovering, visualizing, and downloading collections and data cubes of re-
mote sensing images. Also for accessing, visualizing, and analyzing time series extracted
from data cubes and Land Use and Land Cover (LULC) trajectories from classified maps.

3. Earth Observation Data Cube tuned for Health Response System

The EODCtHRS component core features are the integration and interoperability between
climate, socioeconomic, demographic, health, disease surveillance, high spatial resolution
RPA images and the digital infrastructure of the BDC project. We developed a conceptual
design called HARMONIZE Instance to handle these features based on the back-end and
front-end solutions to allow the generation and management of collections of images and

’BDC Explorer platform available at https://brazildatacube.dpi.inpe.br/portal/
explore.
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mosaics from RPAs, multidimensional data cubes from medium spatial resolution images
from satellites such as CBERS, LANDSAT, and SENTINEL, health and climate data.
The HARMONIZE Instance will be a technological ecosystem for use in health decision
systems, focused on monitoring and early warning for vector-borne diseases in the context
of environmental degradation and climate change in two areas: the semi-arid region in the
Northeast of Brazil and in the Lower Tocantins areas in the Amazon (Figure 1).
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Figure 1. The EODCtHRS component scope.

RPA images, health and climate data come from different databases with different
formats and processing requirements. To deal with this we proposed a procedure based on
steps starting with the identification of multisource datasets until the publishing of these
data on STAC catalogs to enable search, visualization and analyses based on front-end
platforms (Figure 2). The first step defines which sources will be used to create the cat-
alogs. Next in the Processing step, projection, spatial and temporal composition are per-
formed to export new datasets into a standard format (COG) adopted for the EODCtHRS
component. After that, the procedure utilizes GeoServer * and the BDC-STAC service to
publish raster and vector data together with their corresponding metadata. All this infor-
mation can be accessed using packages that implement STAC API specifications, such as
PySTAC and rstac. In the scope of the EODCtHRS component, we use this API for
Data Visualization and Analysis through the HARMONIZE Explorer and HARMONIZE
Data Science Environment, which compose the HARMONIZE Instance (Conceptual De-
sign). Please refer to Section 4 for further information about these elements of conceptual
design.

The subsequent subsections provide detailed descriptions of the four working
streams, the modules within them, the proposed integration architecture, and the dissem-
ination of data from each individual module.

3“GeoServer is a Java-based server that allows users to view and edit geospatial data. Using open
standards set forth by the Open Geospatial Consortium (OGC), GeoServer allows for great flexibility in
map creation and data sharing.” Available at https://geoserver.org/about.
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Figure 2. The integration architecture and dissemination of RPA images and
health and climate data.

3.1. Module 1 - Remotely Piloted Aircraft (RPA)

The main goal of RPA image integration in the context of EODCtHRS is to provide a
data infrastructure that meets the demands of the health surveillance, especially in areas
considered hotspots of climate change. In this context, this data can be used to down-
scale and improve LULC maps in target areas of the project whose importance is deter-
mined by the endemic occurrence of some diseases (malaria, dengue, Chagas disease,
leishmaniasis), which can be exacerbated by environmental changes caused by anthropo-
logic actions. This way, we started exploring the integration of the images generated
by fieldwork campaigns in some locations of Pard State (Figure 3), North Region of
Brazil [Souza et al. 2021], resulting in collections available in STAC catalogs that can
be accessed using STAC clients.

In order to make RPA images available through an STAC catalog, the first step is
to guarantee their correct geolocation. This represents a challenge because this type of
fieldwork campaign can produce thousands of images making it practically impossible to
collect control points for cartographic projection*, especially in areas of difficult access
such as the fieldwork realized in Para state, predominantly marked by areas of vegetation
and water bodies.

In the context of our proposal, we handle this using embedded metadata from im-
ages (center coordinates, height, width, camera focal length) and auxiliary information
provided by the flight mission plan (flight height and course angle) and finally the charac-
teristic of equipment (sensor pixel dimension). All these parameters combined enable us
to estimate the corner coordinates of the image and through an affine operation, we can

4Ground Control Points (GCPs) are points on the surface of the Earth with known localization used
to georeference remote sensing images. Usually through a Geographical Information System (GIS) soft-
ware. However, it depends on the good precision of the GPS collector and easy access to the area
mapped [Ribeiro 2018].
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Figure 3. Fieldwork Campaigns Northeast of Para State 2019 and 2022

apply a rotation based on the course angle positioning the image with a good accuracy
over the Earth’s surface (Figure 4). The final result of this process is a COG file, standard
for data made available through a STAC catalog.

North-up Image Projection

Affine Operation
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4
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Figure 4. Approach used to spatial projection of RPA images.
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3.2. Module 2 - Health data

This module integrates health data for EODCtHRS. In the context of the project, the
health working stream considers different stakeholders mainly the Health Information
Laboratory (LIS) - Institute for Scientific and Technological Communication and Infor-
mation (ICICT)/Fiocruz and the InfoDengue initiative. They produce health indicators
taking into consideration the impacts of environmental and climate change on the health
of the Brazilian population.

Experimental studies were carried out with the indicators produced by LIS. During
these experiments, the Fiocruz and INPE teams defined the data format and the indica-
tor visualization workflow. For the preliminary tests, two indicators were used, dengue
confirmed cases and dengue mortality rate (per 100,000 inhabitants). The first indicator
is the number of positive dengue cases, identified by the International Classification of
Diseases (ICD-10) [World Health Organization 2023] code A90. The second one is re-
lated to a rate that points out severe manifestations of dengue requiring hospitalization,
identified by ICD-10 codes A90 and A91.

Both of the aforementioned indicators were calculated using an R package de-
veloped by the LIS team, called bilis [Saldanha et al. 2023]. Both indicators contain
attributes called agg and agg_time, which identify the temporal and spatial granularity of
the data. The temporal aggregation levels were defined by health data specialists as epi-
demiological week, month and year, and the spatial aggregation as municipality, health
region and state. Based on these attributes, the data was separated taking into account the
combinations between the spatial and temporal aggregations defined.

The data sets were spatially aggregated according to the order of spatial aggre-
gation from smallest to largest (municipal, health region and state) provided by the LIS
team, converted and saved as shapefiles. This data processing is shown in Figure 5. After
the processing stage, the data and its metadata are published by GeoServer and the BDC-
STAC service, respectively, and the layers can be viewed in the HARMONIZE Explorer.

Hauth Indommation AQoragats ihe Indcator AQF Ol U IndScatol Spatiskoe tho heol
Laboratory P Uy epid DG Wouk > by muncipaity, Moty ——p m i y
(LIS) - KACTHioCruz month and year region and stafe Sons
| t 1 I
. Tabolar Data Tabutar Oota , Tabular Cata Vector Data
. Iparguet) parquat) { parquet) i (shapetile)

e T e T et

Figure 5. Processing flow of health data provided by LIS.

3.3. Module 3 - Climate data

This module integrates climatological data for EODCtHRS, enabling direct query exe-
cution via access interfaces, and eliminating the need for data transfer. Experimental
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studies were developed using the BDC-STAC service [Ferreira et al. 2020] and the ac-
cess was tested using the R package called rstac [Simoes et al. 2021] with the aim to
learn and configure the BDC services. In order to make initial tests using BDC’s tech-
nologies, BDC-STAC service and Explorer, we use products made available by the Center
for Weather Forecasting and Climate Studies (CPTEC/INPE): SAMeT?, which provides
daily values of maximum and minimum temperatures.

Currently, in collaboration with the Fiocruz Team, studies are being conducted to
generate four climate indicators. The monitoring of these indicators can provide useful in-
formation to prevent and answer the possible appearance of health problems, or outbreaks
of diseases, such as dengue. These studies were concentrated in the Lower Tocantins re-
gion, Pard, Brazil, one of the hotspots of the HARMONIZE project. As preliminary
results, we generate a set of raster in GeoTIFF formats with the following indicators:

* maximum and minimum temperature indicators from the Land Surface Tempera-
ture (LST) product generated from Sea and Land Surface Temperature Radiometer
(SLSTR) on board the Sentinel-3 satellite. The LST product generated with a 1
km spatial resolution [Polehampton et al. 2022];

e precipitation indicator from the Climate Anomaly Monitoring System (CAMS)
which is a precipitation estimation technique which produces real-time monthly
analyses of global precipitation [Janowiak and Xie 1999];

* anomaly for maximum temperature indicator, which considers the number of con-
secutive days in which the maximum temperature exceeds the maximum temper-
ature of the climatological normal of the place, with references 1991-2020 period,
from the National Institute of Meteorology (INMET)[INMET 2023].

We use the epidemiological week (epi week), dividing the year into standard-
ized weeks (starting on Sunday and ending on Saturday), to aggregate temperature and
anomaly indicators, this enables consistent year-to-year data comparison.

The maximum and minimum temperature indicators were downloaded for
November and December 2022 (44 to 52 epi week). For this, we write a Python script
using Sentinelsat API® for downloading the Sentinel-3 LST Product. Followed by other
procedures, in R, such as: extracting the LST_in.nc files which consist of LST values in
Kelvin for each 1x1 km grid, and geodetic_in.nc which contain the latitude and longitude
of each of those 1x1 km grids, both in NetCDF format; application of a mask to remove
all clouds, using flags_in.nc, and outliers values, followed by conversion from Kelvin to
Celsius; and extraction of Maximum and Minimum temperatures from the set of grids.

For the precipitation indicator, the following steps were executed: binary data
download for November 2022; resampling data from 2.5 degree latitude and longitude to
1 x 1 km spatial resolution; and reprojection to the WGS84 spatial reference system. The
maximum temperature anomaly indicator was calculated from each epi week of images
LST (44 to 52), and November values of the Climatological Normal Maximum Temper-
ature for the period 1991-2020 (INMET), for all municipalities in the Lower Tocantins
region. To this, we applied the Inverse Distance Weighted (IDW) interpolation from three
meteorological stations located in the region, with the max temperature of the climato-
logical normal, to estimate unknown values for the entire study area. After, we compute

5SAMeT. Available at http://ftp.cptec.inpe.br/modelos/tempo/SAMeT/DAILY
Sentinelsat API - https://sentinelsat.readthedocs.io/en/stable/
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the number of days with maximum temperature greater than the climatological normal
to generate the anomaly indicator. The data processing to generate climate indicators is
shown in Figure 6.
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Figure 6. Flowchart for generation of the climate indicators. The green and blue
rectangles indicate interfaces written in Python and R, respectively.

3.4. Module 4 - Data Science Environment

The objective of the BDC/EODCtHRS data science environment is to provide users with
a set of geospatial data analysis tools integrated with BDC data. This environment will be
based on the software ecosystem developed by the BDC project and each user will have
access to use RStudio and QGIS software and to create Jupyter Notebooks using R and
Python programming languages with several pre-installed geospatial libraries.

In this environment, users will not need to download Earth observation data to
their local machine, as the processing will be performed entirely on the BDC comput-
ing infrastructure. Among some of the topics of the study are access management and
user data storage management, with the aim of ensuring data persistence, reliability and
security (Figure 7).
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Figure 7. Data science environment prototype.

4. HARMONIZE Instance

Figure 8 shows an overview of our technical-scientific proposal (HARMONIZE Instance
Concept) for data visualization and analysis, it is composed of a web portal and a Data
Science platform that provide the user with mechanisms for manipulating Earth observa-
tion data, RPA images, health and climate data. This flow begins when the user defines
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a site through a spatial and temporal extension and a collection of data. From this, a
query is made via STAC API in the data repository to verify the products available for
the search made, returning to the user all the data or images found. To harmonize data
from different data sources and maintain interoperability between all parts of the system,
the idea is to use the STAC to index RPA imagery, health and climate data. As well as
a Data Science environment, multi-user data science, with all the necessary packages for
processing health and geospatial data.
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Figure 8. The design concept of a technical-scientific proposal for the HARMO-
NIZE Instance.

HARMONIZE Explorer is a web platform for viewing and analysis of EO, health,
meteorological and climate data based on BDC Explorer. The platform will be able to
combine EO data cubes with specific collections tailored for EODCtHRS components
(RPA images, health and climate data), as well as enable access to Data Science Environ-
ment for complex analyses using several libraries in R and Python with direct access to all
Analysis-Ready Data (ARD) collections. Figure 9 presents an overview of the prototyped
HARMONIZE Explorer interface, followed by the visualization of RPA image, health
and climate data as examples of data stored using GeoServer.

5. Final Considerations

In this paper, we present an overview of a software environment called HARMONIZE
Instance as a component of the HARMONIZE project hosted at INPE. This environment
is composed of four modules with different data, such as RPA, health, climate and data
science environment. Currently, data integration and interoperability are being proto-
typed using the digital infrastructure of the Brazil Data Cube (BDC) for visualization and
analysis. The development of the HARMONIZE Instance has demonstrated the utility of
geoservices and technologies, with standard infrastructure and protocols, as an effective
way to harmonize different data formats from diverse data sources.
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Abstract. The use of proper APIs in Spatial Data Infrastructures is important to
promote spatial data reuse, since the standardization of these services ensures
spatial data interoperability. The OGC API standards were created with the
aim of promoting the use of Resource-Oriented APlIs instead of Service-Oriented
Web Services. This paper presents a performance evaluation for different imple-
mentation approaches of services compliant to the OGC API Features and OGC
Web Feature Service standards. We evaluate different approaches to perform a
fair comparison between them. Our results show that resource-oriented API ap-
proaches are faster than the Web Service approach, when both query data from
the same PostgreSQL/PostGIS database.

1. Introduction

The range of possibilities for accessing and using geographic information in applications
and information systems has expanded significantly. Spatial Data Infrastructures (SDI)
provide means for accessing interoperable data through the use of Open Geospatial Con-
sortium (OGC) standards. These standards have been widely adopted by the Geographic
Information System (GIS) community, and have played an important role in spatial data
availability across the globe. The usage of an SDI enables the discovery and retrieval of
important datasets from authoritative data sources.

Even though its original goals on spatial features encoding and access-level inter-
operability have been reached, the OGC Web Service (OWS) architecture has not kept up
with state-of-the-art Web services [Simoes and Cerciello 2022]. The popularity of Web
3.0, machine learning, deep learning, big data, and cloud computing have led to a need to
advance SDIs in order to leverage the strengths of the Web and to suit new technologies
better [Cardoso et al. 2020].

Web services were consolidated throughout the 1990s. In 1999, OGC began the
creation of a set of Web Services for geospatial interoperability. These standards used
the technologic approaches available at the time: HTTP protocol only as a tunneling
mechanism, SOAP as the messaging protocol, and XML for message format. In 2000,
Roy Fielding published his Ph.D. thesis defining Representational State Transfer (REST),
a software architectural style that began to be explored by the geospatial community
[Harrison 2016]. The initial version of OGC Web Services was designed before Field-
ing’s thesis was published, and therefore does not take advantage of REST.

The proliferation of Web applications that provide access to spatial data with
flawed consistency led W3C to publish, in 2017, the document Spatial Data on the Web
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Best Practices, with the goal of improving discoverability, accessibility and interoperabil-
ity [Tandy et al. 2017]. According to them, conventional SDI is insufficient and outdated:
content provided by OGC Web Services is not indexed by search engines, catalog ser-
vices only provide access to metadata, and access to data is generally done using complex
queries that require technical knowledge, making it difficult for non-expert users to adopt
SDIs. As a recommendation for spatial data access, Data on the Web Best Practice 24:
Use Web Standards as the foundation of APIs [Léscio et al. 2017] was cited. They pro-
pose the use of APIs with an architectural style founded on technologies of the Web, such
as REST, since OGC standards have not seen widespread adoption beyond the geospatial
community.

In 2019, OGC'’s standard on Application Programming Interface (API) was re-
leased as a result of several years of technical reports studying how to leverage modern
web technologies and practices, such as RESTful APIs, OpenAPI, JSON, and HTTP, in
geospatial services. The OGC API Standards are designed to make it easier for anyone to
provide geospatial data over the Web. These standards build upon the legacy of the OGC
Web Services, but define resource-centric APIs that take advantage of modern practices
[Consortium et al. 2019].

OGC API standards are still under construction and expansion. Many documents
from the OGC API modules are still in the draft stage, undergoing community review.
Thus, the present scenario provides a strong motivator for the present work, which intends
to analyze and compare the performance of both alternatives for serving geospatial data
on the Web, and to quantify the advantages of adopting these services for GIS and other
applications. Additionally, the study intends to provide a better understanding of the
benefit of transitioning (and/or expanding) from the known OWS standards to OGC APIs
in the context of SDIs.

Once a data service is implemented, it can hardly be changed, since client appli-
cations of this service would need to migrate to the new interface [Shatnawi et al. 2017].
The effectiveness and usability of these data services become crucial parts of the develop-
ment and architecture of applications. Therefore, it becomes relevant to discuss the design
of services to support developers with effective standards to minimize maintenance costs
caused by problems associated with usability and service evolution.

The objective of this work is to compare the performance of the two approaches
for serving spatial data, a Web Service and an API, of the Spatial Data Infrastructure in
the context of Plataforma Brumadinho UFMG !, a Web resource that includes an SDI that
is compliant with the OGC Standards mentioned above. The work is carried out using
three different implementations of applications serving geographic data of various types
and sizes. The choice of tools was motivated by the level of compliance verified by the
OGC and by how widespread is their use. In order to assess the efficiency of the services
provided, benchmarks are employed to measure the response time of requests.

The remainder of this paper is organized as follows. Section 2 presents related
work. Section 3 explains the comparison methodology and describes the datasets used for
benchmarking. Section 4 describes the experimental evaluation and its results. Finally,
Section 5 concludes the paper and indicates future work.

'"http://ide.projetobrumadinho.ufmg.br/
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2. Related Work

Most research comparing OGC Web Services to the modern API approach, OGC API, fo-
cuses on discussing non-measurable aspects (functionality, quality, complexity, reliability
and maintainability). Research in a case study using OGC API in an application concludes
that the OGC API promotes a more effective and popular way to enable agile software
development, in addition to improving the findability of spatial data. According to the
author, the development of REST APIs is facilitated by being flexible, self-documenting,
and multipart by taking advantage of current Web practices [Simoes 2022].

In a comparative investigation, researchers presented two applications with the
same functionality, one serving the REST protocol and the other using SOAP, to analyze
the performance difference between them. The results are presented in terms of message
size and time required for processing two different types of requests, one using floating
point and string data, and the other using multimedia data. The analysis concluded that
SOAP produces higher network traffic and latency, while RESTful services have better
performance than SOAP with a lower overhead [Mumbaikar et al. 2013].

Tihomirovs and Grabis surveyed a series of studies related to REST style and
the SOAP protocol. The article summarizes several works that evaluate metrics by which
protocols can be compared, using various metrics: cost, development effort, lines of code,
execution speed, memory, errors, functionality, quality, complexity, efficiency, reliability
and maintainability. The study concludes that REST is faster, consumes less memory
than SOAP, and has better performance. However, it is not clear which approach is better,
since functional and non-functional requirements should be considered before choosing
an alternative [Tihomirovs and Grabis 2016].

In any case, previous works that compare SOAP and REST protocols do not con-
sider spatial data services, spatial data includes geographical components in different pro-
jections and a variety of data types that add additional information that needs to be stored
in an appropriate storage space. Consequently, this work aims to expand these results
by comparing the approaches from the point of view of GIS development and geospatial
data, in which the message size is much larger than that used in the implementations of
the works cited. We use the types of metrics and performance assessments presented by
earlier works, but propose workloads comprising typical geospatial data and operations,
as shown next.

3. Methodology

A fair methodology for performing a technical comparison between SOAP and REST im-
plementations requires choosing the setup and data appropriately in order to reduce the
bias in the comparison, since Web service and API standards do not aim to define all tech-
nical aspects of the applications. Standards limit themselves to defining the architectural
style, the minimum set of features, and the service interface, so that client applications can
access different resources of specific types, thus benefiting a larger range of applications
and ensuring data interoperability [Harrison and Reichardt 2001]. As the comparison is
focused on styles for network-based applications that impact network performance, mea-
suring the user-perceived performance is a more appropriate way to differentiate applica-
tions from different architectural styles [Fielding 2000].
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3.1. Environment

The SDI architecture used for evaluation consists of a stack with various services or-
chestrated by Docker Swarm and served with Nginx, in a server equipped with an Intel
Xeon(R) Silver 4215 CPU, with 128GB RAM and 4TB HD. Each service is responsi-
ble for managing containers for each component. GeoNode 3.0% is the web application
responsible for orchestrating the spatial database, user interface, metadata catalogue, spa-
tial data server ant the RESTful API. PostgreSQL 11.2 and PostGIS 2.5.2 are used as the
geographic database management system. Geographic services and API are provided by
GeoServer 2.23.13, and pygeoapi 0.15.0*. GeoServer implements the OGC standards that
include the Web Feature Service protocol, and hosts a community-made plugin to provide
API access, the OGC API modules; pygeoapi is a Python server implementation of the
suite of OGC API standards. Both tools were chosen because of their OGC certificate of
compliance.

To ensure fair comparisons, the data provided for both data servers is stored in
the same database instance and the setup is the same for both approaches. To ensure that
requests that limit the number of items return the same subset of features across all three
implementations, all requests include a parameter to sort features by ID. JSON response
files do not contain extra spacing or new lines, resulting in identical response subsets and
file sizes.

3.2. Datasets

In order to compare the results for different types of geospatial data, two real-world
datasets were chosen to ensure a diversified workload, in order to meet comparison ob-
jectives.

The first dataset, CNMG, contains 439,513 contour lines in the region of Mi-
nas Gerais, Curvas de nivel (equidistancias 20 e 50m), previously available at GeoMinas
[Vegi et al. 2011]. CNMG has different scales to the north and south of the 20th parallel
south, to the north the scale is 1:50000 and to the south it is 1:25000, the vertical equidis-
tance of the curves is different, and there are fewer curves at 1:50000. The second dataset,
EMG, Enderecos de Minas Gerais, contains address points in the state of Minas Gerais
from the Brazilian 2010 Census, collected by IBGE, and includes 6, 330, 673 points °.

3.3. Performance Metrics

User-perceived performance is measured by the impact of an application on its
user. Latency is the primary measure of user-perceived performance. According to
[Fielding 2000] latency is the time period between the first client action and the expected
response. The time required to complete sufficient transfer and processing of the result
of the interactions before the application is able to begin rendering a usable result can be
impacted by the architectural style. A benchmark tool is used to measure the latency of
the HTTP service at different workloads.

2Geonode: https://geonode.org/

3GeoServer: https://geoserver.org/

4pygeoapi: https://pygeoapi.io/

SEnderecos de Minas Gerais. Available athttps://openaddresses.io/
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The workload consists of different subsets and filters of datasets. HTTP GET re-
quests with files ranging from 247KB to 2.1GB are taken. The benchmark was performed
three times for each sample, executing 50 requests without concurrency for each feature
collection, to ensure the reliability of the latency obtained in the evaluation.

4. Experimental Evaluation

In this section, we perform experiments and evaluate the latency of OGC-compliant API
and Web services, considering the environment setup, parameters and data described in
the previous section.

4.1. Latency comparison of requesting the EMG dataset

Single-factor design can be used to compare a single factor with multiple alternatives and
be able to compute the effect of each alternative. Table 1 shows the average latency for
each approach when requesting 70% of the total of the features from the EMG dataset
(which corresponds to a 914Mb JSON file).

Computing the one-factor design we found that the overall latency average for our
experiment is about 195 seconds. The GeoServer OGC API provider requires 84.55s less
than the average, a GeoServer WFS requires 70.88s less than the average service and the
pygeoapi API requires 155.43ms more than the average service. From the Analysis of
Variance (ANOVA) we verified with 95% confidence that the approach factor variation is
significant.

Table 1. Average Latency (sec) for Three Executions
Latency Mean | Effect
GeoServer OGC API | (111,112,110) | 111,42 | -84,55
GeoServer WFS (121,116,136) | 125,09 | -70,88
pygeoapi OGC API | (351,357,345) | 351,40 | 155,43
Total mean 195,97

From Table 1 it is evident that both GeoServer implementations have better latency
than pygeoapi. Even though the API and Web Service are backed by the same software,
GeoServer, in the same deployment environment, and with the same database manager in
the back end, the advantages of REST favor the efficiency of the APL

4.2. Latency comparison of requesting the subsets

In this evaluation, we conducted a performance analysis of the two approaches for serv-
ing spatial data in three different implementations, GeoServer WES, GeoServer OGC
API, and pygeoapi. To evaluate the scalability of different approaches, we conducted ex-
periments on the EMG dataset. The dataset consisted of 6,330, 673 address points, and
we varied the response size from 10% to 70%. In order to reduce bias, all responses are
in JSON format to mitigate file size impact on response time.

Figure 1 shows a comparison of the latency, measured in seconds, among the
data services. Pygeoapi’s latency was greater in all cases, while the GeoServer API was
more efficient than GeoServer’s WES. Increasing the number of features results in higher
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latency for each service. We can conclude that the number of features impacts latency
in any service architecture. But GeoServer can handle the large number of features in a
more efficient way than pygeoapi.

Latency for different dataset sizes for EMG
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Figure 1. Latency comparison of different subsets requests of EMG dataset for
all approaches

Max Number | Geoserver Average (ms) Standard Confidence
of Features Service Deviation (ms) Interval 95%
633070 WES 23893 2170 [23300, 24500]
OGC API 16019 240 [16000, 16100]
1266137 WES 36906 2113 [36300, 37500]
OGC API 34423 3882 [33300, 35500]
1899204 WES 55649 6023 [54000, 57300]
OGC API 47997 5715 [46400, 49600]
2532271 WES 67006 3508 [66000, 68000]
OGC API 65379 2057 [64800, 65900]
3165338 WES 80990 885 [80700, 81200]
OGC API 79660 1393 [79300, 80000]
3798405 WES 105095 15530 [101000, 109000]
OGC API 97104 8158 [94800, 99400]
4431472 WES 121759 15238 [118000, 126000]
OGC API 111209 1487 [111000, 112000]

Table 2. Latency for GeoServer requests of different subsets for EMG
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Based on the average time and confidence interval provided in Table 2 it is pos-
sible to observe that the difference between the approaches is significant in all scenarios,
since there is no overlap between the 95% confidence intervals for latencies for the same
maximum number of features between approaches.

4.3. Latency comparison of requests within bounding boxes for the CNMG dataset

Spatial APIs have several features in addition to responding to a limit of features in the
dataset ordered by some field. One of the main features that a modern spatial API must
have is the ability to perform more complex and richer queries, which is why one of the
objectives of the OGC API is to enhance filtering capabilities. This step aims to evaluate
the performance of a type of filter that exists both in WFS and also implemented by the
OGC API Features - Part 1: bounding box.

CNMG requests were made for three different bounding box sizes ranging from
2,188 km? to 35, 732 km2. However, in the state of Minas Gerais contour lines are avail-
able from two different topographic maps: 1:50,000 scale (50m contour intervals) in the
North of the state (North of 20° S), and 1:25,000 (20m contour intervals) in the South. As
a result, our dataset has a greater density of geometries in the southern parts of the ter-
ritory. Therefore, the workload consists of three samples for the North region, and three
samples for the South region. The latency obtained for each request is shown in Figure 2.

Latency for Different Map Scales and Bounding Box Sizes for CNMG
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Figure 2. Latency

Figure 2 shows that the response time for feature requests tends to increase in
regions where the geometry density is larger, and the response size increases with more
features. The same is observed as the area of the bounding box increases. This experiment
highlights the limited efficiency of pygeoapi in querying the data, with its latency being
consistently higher than other approaches.

Table 3 presents an analysis of the latency of GeoServer data services, measured in
milliseconds, along with the corresponding confidence interval for requests made using
the CNMG dataset, with a bounding box in the region with the larger scale. Table 4
provides the latency of GeoServer data services and its corresponding confidence interval
for requests made using the CNMG dataset, with a bounding box in the region with the
smaller scale. Analyzing the confidence interval, we observe, with 95% confidence, that

140



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

Bounding Box Area | Service | Average (ms) S.tar.ldard Confidence Interval 95%
Deviation (ms)
2188km? WES 4707 1429 [4310, 5100]
OGC API 3940 2079 [3360, 4520]
WES 14317 3890 [13200, 15400]
2
§733km OGC API 12936 4153 [11800, 14100]
WES 29984 7865 [27800, 32200]
2
35732km OGC API 25729 8036 [23500, 27900]

Table 3. Latency for GeoServer requests of three different bounding box filtering
for CNMG 1:25000 scale region

Standard
Bounding Box Area | Service | Average (ms) Confidence Interval 95%
Deviation (ms)
WES 585 290 [505, 665]
2
2188km OGC API 442 84 [419, 465]
WES 2207 900 [1960, 2460]
2
8733km OGC AP | 1811 668 [1630, 2000]
WES 11990 7865 [9810, 14200]
2
35732km OGC API 7320 8036 [5090, 9550]

Table 4. Latency for GeoServer requests of three different bounding box filtering
for CNMG 1:50000 scale region

the latency performance for querying filtered data is significantly different in the two
approaches. We conclude that, even though the two services are provided by the same
software, OGC API is faster than WFS in all workloads.

5. Conclusion

This paper provides a comparative performance analysis of OGC API Features and OGC
Web Feature Service implementations. Choosing the appropriate technology is crucial for
spatial data service development.

Based on the comparative analyses, we observed that the efficacy of an API is
not solely determined by its architectural style. Other factors such as the software used,
programming language, and file format also play a significant role. Specifically, although
both GeoServer and pygeoapi adhere to the OGC API standard, pygeoapi API underper-
formed when compared to both Geoserver API and GeoServer WES.

Comparisons between GeoServer OGC API and GeoServer Web Feature Service
indicated that a RESTful API has a definite performance advantage over the use of a
SOAP-based approach, such as OGC’s Web Services, when implementing the two tech-
nologies under an environment with identical conditions. Furthermore, OGC APIs are
supposed to have other advantages for the development of Web applications and other
tools. Our group intends to analyze qualitative differences between the API and Web
Service approaches as a future work, looking both at the potential benefits of OGC API
to specialized GIS-trained developers, and to developers that are not as proficient in the
specificities of handling geospatial data.

OGC API Features seek a better integration to current Web development standards
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and practices by providing new functionalities, being more user- and developer-friendly,
thus making GIS applications more accessible and interoperable with non-spatial data and
software. Despite the numerous advantages of OGC API that this work has demonstrated,
it is imperative that the pace of API standards development be accelerated to align with
and surpass the maturity level of legacy Web Service standards.

At the time of this writing, the OGC API standardization process is still underway,
with intensive activity by developer groups, with parts of the standard being approved and
issued step by step. The OGC API standards family represents a major step towards im-
proved interoperability [Blanc et al. 2022], while achieving significant performance im-
provements for applications designed to serve spatial data from SDIs.
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Abstract. Comparing LULC maps is essential for understanding landscape dy-
namics, alteration patterns, and environmental implications. This study uses an
algorithm to harmonize the maps of Brazil National Inventory and MapBiomas
based on the spatial distribution of LULC classes. This investigation aims to
compute the agreement between two initiatives while examining the uncertain-
ties of both. Furthermore, the results highlight the classes and areas of poten-
tial inconsistency or ambiguity, allowing to identify and correct discrepancies,
proposing a harmonized legend between then. For all Brazil, we achieved a max-
imum concordance of 81% between the two maps; out of the 44 equivalences,
the algorithm correctly identified 84% of the mappings between the classes.

1. Introduction

The Earth, comprised of a complex network of ecosystems, has been a subject of study
and engagement since the beginning of human civilization. The relationship between
humans and their environment has significantly shaped cultural, social, and economic
practices. However, in the last decades, there has been an observed reversal in this rela-
tionship. With the expansion of civilization and the advancement of technology, humanity
has transitioned from being mere inhabitants to a dominant force that actively changes and
modifies the environment to meet its needs [Verburg et al. 2013, Pielke Sr. et al. 2011,
Ellis et al. 2013]. In the context of climate change, the Agriculture, Forestry, and Other
Land Use sector emerges as a critical component. According to the 2023 IPCC report
[IPCC 2023], this sector is responsible for approximately 22% of human-made green-
house gas (GHG) emissions. Therefore, precise monitoring through Land use and land
cover (LULC) maps is necessary to compile inventories of GHG emissions and removals
[Shukla et al. 2019].

LULC maps represent the physical space of a chosen region through abstractions
that describe the covered areas. They allow a systematic categorization of geographical
regions based on specific human uses and natural characteristics. These categorizations
represent the spatial distribution of human activities, serving as indicators of human-made
pressures on natural ecosystems [Jansen et al. 2008]. In addition, the analytical and sym-
bolic capabilities of LULC maps are indispensable tools in the scientific field. They not
only document the current state of the environment but also, when employed for compar-
isons, provide a perspective for examining human-induced changes over time and their
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ecological and climatic consequences. As a result, they play a critical role in forming
evidence-based decision-making regarding the management and conservation of natural
resources [Verburg et al. 2013].

Comparing LULC maps is a valuable resource in environmental and geograph-
ical studies. Sequentially overlaying these maps reveals environmental changes and
transformations trends, providing information about deforestation rates, urban expan-
sion, changes in water bodies, and other critical aspects. This comparative analysis is
essential for evaluating the impacts of land-use policies and projecting future scenarios
[Ellis et al. 2013].

In Brazil, several initiatives use open data to produce LULC maps, such as
MapBiomas [MapBiomas Brasil 2021], TerraClass [INPE 2019], PRODES [INPE 2021],
IBGE [IBGE 2019], and the National Communications to the United Nations Framework
Convention on Climate Change (UNFCCC) [Brasil 2021]. Although each of these initia-
tives has different objectives, interests, and mapping standards, there are differences in
the maps produced for the same area, some of which might be related to the nature of
the input data or the developed methodology. This limits the compatibility and compara-
bility of these data. Different maps might have been produced at different intervals and
aggregating this information can allow for more granular time-series analyses.

Harmonization of these LULC maps is challenging due to the different methods,
classification systems, and legends adopted by each project. These differences may stem
from the choice of satellite imagery, classification methods, field support data, and more.
Besides technical discrepancies, there are practical challenges, like differences in reso-
lution, projection, and coordinate systems. In addition, harmonizing legends presents
excellent challenges due to their nature. Differences in class naming, changes in class
definitions, and the addition or deletion of classes in maps covering the same region at
different times or in different initiatives create difficulties to separate actual changes over
time from differences in category definitions. Thus, establishing equivalencies between
classes from different maps is vital for effective comparisons.

Typically, comparing LULC maps involves constructing a key based on the se-
mantics of each category. Frequently, categories are grouped into broader classifications
to minimize discrepancies or are excluded by lacking similarity explanations. Some clas-
sification systems can also standardize keys and render maps comparable. These types
of methods can be observed in the works of [Capanema et al. 2019], [Reis; et al. 2017],
[Reis et al. 2018], and [Neves et al. 2020].

While traditional methods primarily start from the semantics of LULC classes, ex-
amining the spatial distribution of categories can yield additional insights. This study uses
the algorithm presented in [Marques et al. 2022] to compare the LULC maps of Brazil’s
Fourth National Inventory and MapBiomas. This algorithm computes the highest agree-
ment between two classifications while examining the uncertainties. We perform an anal-
ysis at the biome level and on a national scale. A mapping between their categories was
created using category descriptions and the mapping derived from maximum agreement.

2. Methodology

In this section, we present the two maps that are subject to this study and then we describe
the method to assess them.
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2.1. MapBiomas

The Annual Land Use and Land Cover Mapping Project in Brazil, known as Map-
Biomas, was created by the Greenhouse Gas Emissions Estimate System initiative of
the Climate Observatory (SEEG/OC). The MapBiomas methodology consists of a pixel-
by-pixel classification of Landsat satellite images, with 30 m of spatial resolution that
provides LULC maps from 1985 to 2020 [MapBiomas Brasil 2022, Souza et al. 2020,
MapBiomas Brasil 2021]. Figure 1 presents an overview of the data from this collection.

MapBiomas Collection 7 - 2016 Map

[ 13 - Other non Forest Formations [II] 23 - Beach, Dune and Sand Spot [_] 31 - Aquaculture [ 46 - Coffee
Il 3 - Forest Formation [ 15- Pasture I 24- Urban Area [ 34 - salt Fiat [ 47 - citrus
[ 4- Savanna Formation [ 18- Agriculture [ 25 - Other non Vegetated Areas [l 33 - River, Lake and Ocean [II] 48 - Other Perennial Crops
I 5 - Mangrove [0 19~ Temporary Crop I 26 - Water I 36 - Perennial Crop I 49 - Wooded Sandbank Vegetation
I 5 - Forest Plantation [ 20- Sugar cane [ 27- Non Observed [ 39- Soybean [ 50 - Herbaceous Sandbank Vegetation
B 11 - wetiand [ 21 - Mosaic of Uses [ 29 - Rocky Outcrop I 40 - Rice Il 62 - Cotton (beta)
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Figure 1. Map of Land Use and Land Cover of MapBiomas Collection 7.1 for the
year 2016.

2.2. Brazilian National Inventory

The Brazilian National Inventory, henceforth called Inventory, mission is part of Brazil’s
National Communication to the United Nations Framework Convention on Climate
Change (UNFCCC). The National Communication provides anthropogenic emissions of
GHGs no longer managed via the Montreal Protocol. The Ministry of Science, Tech-
nology and Innovations (MCTI) coordinates and improves the inventory. Emission es-
timates are primarily based on the LULC map developed by the National Inventory.
This mapping uses images of the TM/OLI sensors of the Landsat-5/8 satellite and the
MSI/Sentinel 2A and 2B sensor at a scale of 1:250,000, with a minimal region of 6 ha
[MCTI 2021, Brasil 2021, MCTI 2020]. Figure 2 presents an overview of the produced
map.

The LULC maps are vector representations, overlaying the years 1994, 2002, 2005
(only for the Amazon biome), 2010, and 2016, and are divided via means of biomes
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Fourth National Inventory - 2016 Map
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Figure 2. Map of Land Use and Land Cover of the Fourth National Inventory for
2016.

following the limits set by IBGE in 2004 [MCTI 2020]. LULC maps are available from
National Emissions Registry System (SIRENE).

2.3. Assessment methodology

We use the legend harmonization algorithm presented by [Marques et al. 2022] to com-
pare the two maps. This algorithm matches the legends using the maps themselves. The
algorithm aims to be the first step in the harmonization process of LULC map legends,
providing a proposed harmonized legend based on the spatial distribution of the classes
in the maps, which delivers the highest possible accuracy between them. The algorithm
has three steps. Initially, it generates a cross-tabulation matrix between the two maps
using the pixel count of each class. Using this matrix, the algorithm calculates the con-
cordances of the classes from one map to another using the maximum values of each row
and each column of the matrix, creating two sets of equivalences between the maps. The
union of these sets creates the harmonized legend between the maps, containing all the
concordances obtained by the row and column harmonizations.

Using this procedure, given two maps, Map 1 and Map 2, the algorithm determines
which classes from Map 2 are spatially equivalent to Map 1 and then repeats the process
for the classes of Map 2. The grouping of these two sets of concordant classes forms the
harmonized legend, which encompasses three possible cases of equivalence between the
classes: (1) when there is a mapping from one class to another, both by row and column;
(2) when a class is only mapped in one of these harmonization sets; and (3) when the
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mapping of a class differs in the row and column harmonization. For more information
about how the algorithm works, see [Marques et al. 2022].

The algorithm can capture subtle nuances in class definitions between distinct
maps, reflecting unidirectional and bidirectional correspondences. Furthermore, it high-
lights potential inconsistencies or ambiguities, allowing users to identify and fix them.

In practical terms, the automation provided by the algorithm facilitates the integra-
tion of data from different sources, optimizing the efficiency of the process and minimiz-
ing errors that can arise from manual approaches. It is an initial step for mapping classes
between maps, and it’s up to the user to check if the obtained mappings are coherent or
if the legend needs to be adapted. It’s worth noting that since the legend produced by the
algorithm provides the combination with the highest concordance between the maps, any
changes will result in a lower concordance.

We compare both maps by biomes and the whole country. As the most updated
map for the Inventory is for year 2016, we use it to compare with MapBiomas using the
same year.

3. Results

Table 1 displays the maximum concordances achieved in each biome! This value is ob-
tained if the harmonized legend produced by the algorithm was applied to both maps,
considering the lowest hierarchy level of the classes. Figure 3 shows the harmonizations
between the Fourth National Inventory and MapBiomas, as generated by the algorithm
for the entire country.

Table 1. Maximum concordance obtained in each of the harmonizations and the
area of each applied region.

5 | Maximum

Area (km) Agreement
Amazon | 4.253.027 92.39%
Caatinga 843.615 75.27%
Cerrado 1.983.655 74.33%

Atlantic | e | 77.86%
Forest

Pampa 203.965 79.32%
Pantanal 150.972 55.51%
Brazil 8.604.500 81.03%

The Amazon biome has the largest area among all the listed biomes, totaling
4,253,027 km?, with the highest concordance of 92.39%. Much of this is due to the
vast expanse of classes defined as forest, which favors the overlap between them and
their correct identification. All forest classes of the Inventory (Managed Forest/I?, Un-
managed Forest/I, Secondary Forest/I, and Selective Logging/I) were mapped to Forest

IThe charts and other harmonizations for the biomes can be viewed in detail on the project’s
GitHub page.
2We use /I for classes of Inventory and /M for MapBiomas.
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Figure 3. Harmonized subtitle produced by the algorithm for all of Brazil.

Formation/M. More granular classes, such as Beach, Dune, and Sand Spot/M, Other non-
Vegetated Areas/M, Rice (beta)/M, and Unmanaged Dunes/I were incorrectly matched as
Forest. In contrast, Perennial Agriculture/I was identified as Pasture/M in the harmoniza-
tion. The small area of these classes in the Amazon biome leads to a low impact on the
overall harmonization. Still, it raises points of attention, especially considering classes
related to pasture and agriculture being identified as forest since, on a small scale, they
can have implications for conservation policies or zoning.

In the Cerrado biome, the harmonization produced a concordance of 74.33%.
However, it is important to highlight that the Managed Forest/I class was associated with
the Aquaculture/M. Additionally, most other classes were predominantly grouped under
the MapBiomas Savanna Formation, with 33% of the entire concordance area being la-
beled as this class, including the Secondary Field/I class that was incorrectly associated.
Also, in this biome, another 32% of the concordance area was labeled as Pasture/I, with
11% of this total mapping the Mosaic of Uses/M class as Pasture/I.

For the Caatinga biome, the produced legend achieved a concordance of 75.27%.
In this biome, some mappings stood out between the maps: the Mosaic of Uses/M class
was incorrectly mapped as Unmanaged Forest/I, just as the classes of Unmanaged Field/I
and Secondary Field/I were also incorrectly mapped as Savanna Formation/M. The classes
for water and agriculture were mostly correctly mapped. From this, it can be inferred that
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in this biome, the classes for forests and fields showed a lot of confusion between the
maps, which might indicate that the semantic definitions of these classes may be very
similar between the initiatives, especially when considering that this biome is character-
ized by shorter vegetation.

In the Atlantic Forest biome, where a concordance of 77.86% was observed, there
was a trend to group various classes from the National Inventory into the Forest Forma-
tion category of MapBiomas. In this biome, the harmonized legend has 41 combinations
of classes, due to the diversity of the biome and most of the classes do not have the
same harmonization by row and column. It is worth noting that classes such as Managed
Field/I and Secondary Field/I were labeled as Forest Formation/M, along with the Man-
aged Dunes/I class. The Herbaceus Restinga from MapBiomas was identified as Pasture
from the National Inventory.

The Pampa biome presents a 79.32% concordance between the two maps. Most
of the classes from the National Inventory were labeled as Grassland, which might sug-
gest that MapBiomas overestimates the field classes in this region, given that 15% of the
entire biome was labeled by the pair Pasture/I and Grassland/M. This also happened with
Unmanaged Forest/I, where 8% of the total area was labeled as Grassland/M.

The Pantanal showed the lowest concordance among all biomes, registering only
55.51%. This discrepancy may be attributed to the unique spatial distribution of classes
in this biome. The predominance of certain classes in distinct areas might have influenced
a lower concordance between the initiatives. It is noteworthy to mention that the classes
related to Forest were correctly mapped, with the exception of the Secondary Forest/I
class, which was identified as Grassland/M. Another highlight was the classes Other Un-
managed Woody Formations/I and Wetland/M identified as equivalents, representing 9%
of the entire equivalence area of the biome.

When analyzing the harmonization obtained for Brazil, which presents a maxi-
mum agreement of 81%, there are some interesting trends and characteristics. The Ama-
zonia biome was the only one that showed a concordance higher than Brazil’s by 11%,
mainly due to the size and homogeneity of the forest classes. It is evident that, on a na-
tional scale, extensive forested and agricultural areas exhibit relatively strong correspon-
dence between the two maps. This alignment is a positive indicator for macroecological
assessments and large-scale policy considerations. On the other hand, this general ac-
curacy should not overshadow biome all particularities and the idiosyncrasies of data in
more specific areas.

In the harmonizations of the Amazon, Cerrado, Atlantic Forest, Pantanal, and
throughout Brazil, the Mosaic of Uses/M class was identified as Pasture/I, indicating that
most of this class overlaps with the National Inventory’s pasture class and could be at-
tributed to this class in the final harmonization for the sake of accuracy. Meanwhile,
for Brazil, Caatinga, Atlantic Forest, and Pampa, the classes Unmanaged Rock Outcrop/I
and Forest Formation/M were associated, raising an alert given their semantic differences.
Similarly, this also occurs between Unmanaged Forest/I and Rock Outcrop/M. The classes
Managed Forest/I and Cotton (beta)/M were incorrectly associated in three of the harmo-
nizations. This might occur due to the small area that encompasses the Cotton (beta)/M
class, being more subject to erroneous overlaps. This can also occur with more emphasis
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on transition areas between biomes, which is more difficult to classify accurately due to a
more significant variability in native vegetation.

Certain relations become evident When examining all the obtained harmoniza-
tions. The Annual Agriculture/l and Soybean/M classes were correctly identified in all
seven harmonizations, indicating a good match between the two maps regarding annual
agricultural areas dedicated to soy. Similarly, the class Pasture in both maps was correctly
associated in all cases. For Reforestation/I and Silviculture/M, both maps have a good
match for reforestation or silviculture areas, correctly identifying them in all regions. The
National Inventory’s Reservoir and Water classes were also attributed in all harmoniza-
tions to the River, Lake and Ocean/M class. This also occurred between Settlement/I and
Urbanized Areas/M, as well as Unmanaged Forest/I and Forest Formation/M.
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Figure 4. Harmonized legend built from the algorithm legend.

In Figure 4, we have the harmonized legend and a semantical analysis of classes
between the maps from MapBiomas and the National Inventory based on the harmoniza-
tion algorithm. The harmonization generated by the algorithm and the official harmo-
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nization are largely aligned for most classes. However, some areas of divergence exist,
particularly in the nuances of forest formations and pastures. This is mainly due to the
characteristics of the classes assigned to each biome, as both initiatives define the classes
of natural vegetation, especially forest and field classes, according to the characteristics
of each biome. This causes discrepancies between the classes and leads to confusion
between pasture and field classes, given their height and similar characteristics in some
biomes. The same applies to some forest classes, which, in biomes characterized by
shorter and less dense vegetation, the different classifications used by the initiatives lead
to some confusion between these forests and fields, as well as between field and pasture
classes.

4. Conclusion

The legend harmonization algorithm provides a first automated step for the class mapping
process, a frequent challenge in LULC studies. One of the main strengths of this method
is its comprehensive approach, ensuring a clear equivalence for every class in every map.
This approach has to be complemented by a double check, where classes are compared in
rows and columns, reinforcing the accuracy of the process.

The integrity and precision of LULC maps are essential for understanding land-
scape dynamics, land alteration patterns, and their environmental implications. By com-
paring and harmonizing LULC maps from different initiatives, this study emphasized the
importance of robust and comprehensive approaches, such as the presented legend har-
monization algorithm.

It is important to emphasize that for the algorithm to perform well, both classifi-
cations should accurately represent reality. Otherwise, when most of the obtained maps
are incorrect, the entire mapping between classes will need to be done manually based on
the semantics of the classes.

The harmonization between the maps of both initiatives showed a good concor-
dance rate with some reservations, especially when considering the Pantanal biome. It
was possible to observe excellent mappings in significant classes such as forests and re-
forestation, urban areas, pastures, and water. When analyzing the harmonization for all of
Brazil, it is possible to notice that the main class confusions that occurred in each biome
diminish when aggregating all areas, in addition to reinforcing the classes that were simi-
larly mapped in all biomes.

In biomes with a predominance of low vegetation, it was noticeable that there was
an increased confusion among the field, pasture, and forest classes between the maps,
especially in Pampa and Caatinga. Therefore, greater attention is needed in these cases
when adapting to a coherent harmonization between the maps. The proposed legend,
obtained from the algorithm’s results, addresses the discrepancies between the classes
identified during the initial agreement and may aid future studies.

In practical terms, the automation provided by the algorithm facilitates the inte-
gration of data from different sources, optimizing the efficiency of the process and min-
imizing errors that can arise from manual approaches. This optimization saves time and
improves data interpretability, establishing a common standard that benefits researchers,
decision-makers, and other stakeholders.
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It is possible to assess changes over time and the influence of land use policies and
practices by highlighting the similarities and differences. Moreover, this comparison be-
comes even more relevant in the absence of inventories in subsequent years. It allows for
extrapolation of trends and analysis of carbon emissions by biome, ultimately providing
insights for the future.
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Abstract. The Deforestation Detection System for Non-Forest Vegetation
(DETER NF), which became operational on August 1, 2023, was introduced by
the National Institute for Space Research (INPE) in the Brazilian Amazon. It
covers all states within the biome, providing daily alerts for non-forest areas,
including vegetation removal and burn scars. Between August 2022 and July
2023, during its pilot phase, it identified 575.22 km? of non-forest vegetation
loss and 8,036.99 km? of burn scars. Among the Amazonian states, Roraima
standed out as a hotspot for non-forest vegetation loss.

1. Introduction

The National Institute for Space Research (INPE) has been monitoring the land cover
changes in the Brazilian Legal Amazon (ALB) since 1988 through the Brazilian Amazon
Monitoring Program by Satellites (PRODES). PRODES aims to map the annual
increments of complete forest vegetation removal based on remote sensing imagery and
annually release the deforestation rate in the ALB [Almeida et al. 2021]. PRODES data
has enabled the development of public policies to control deforestation in the Amazon
and plays a pivotal role in the preservation and sustainable development of this critical
biome [Messias et al. 2021; Soler et al. 2021].
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INPE also emits daily alerts regarding changes in forest cover, though the Real-
Time Deforestation Detection System (DETER), created in 2004 in the context of the
Action Plan for the Prevention and Control of Deforestation in the Legal Amazon
(PPCDAm) [Casa Civil 2004]. DETER has enabled the identification of priority areas for
law enforcement, leading to the seizures of machinery used in deforestation and increased
fines for environmental violations [Assuncéo et al. 2019].

Despite the importance of PRODES and DETER in providing important
information on deforestation in forest formations, there was a gap in the knowledge about
the spatial and temporal distribution of vegetation loss in non-forest (NF) formations, an
important area which covers ~280,000 km? (6.6%) of the Amazon biome. NF formations
takes various forms, including: open formations like savannas and grasslands; seasonally
flooded areas with sandy soils and sparse tree cover; ecotones; isolated forest patches
with characteristics ranging from deciduous to semi-deciduous and broadleaf; as well as
naturally barren land areas [IBGE 2012]. To fill the gap concerning the status of
vegetation loss in NF areas in the Brazilian Amazon, in 2023, INPE introduced a
systematic mapping of NF area loss, known as PRODES NF [Almeida et al. 2023;
Messias et al. 2023]. PRODES NF revealed a loss of 29,247.44 km? of NF formations
(10.46% of its total extent) by the year 2022, with states like Mato Grosso experiencing
around 32% of this loss [Messias et al., article submitted].

Building upon the achievements of DETER in monitoring forested regions within
the Amazon biome, an extension of this system, known as DETER NF, has been
developed. DETER NF now provides daily monitoring coverage for NF areas, issuing
alerts for both the removal of primary NF vegetation and the detection of scars from
burned areas. In this study, we present the methodology employed by DETER NF and
show its initial findings.

2. Methodology

The Deforestation Detection System for Non-Forest Vegetation (DETER NF) aims to
issue daily alerts about non-forest loss and burn scars that occur in areas originally
constituted by NF phytophysiognomies within the Brazilian Amazon (Figure 1). DETER
NF covers approximately 280,000 km? distributed across all states within the biome.

DETER NF operates in alignment with the PRODES calendar year, which starts
on August 1st of a given year and extends through July 31st of the subsequent year. The
methodology is particular about observing exclusively NF areas within the NF mask
monitored by PRODES NF. Consequently, the methodology utilizes an exclusion mask
that encompasses all regions where NF loss was identified in the preceding year,
essentially covering the entire area that was previously mapped by PRODES NF.

The DETER NF pilot project is based on images from the Wide Field Imaging
Camera (WFI) sensor aboard the Brazilian satellite Amazonia-1. These images have 64
m spatial resolution and a temporal resolution of 5 days. Color composites including the
3R/4G/2B bands were used, where band 4 corresponds to near-infrared, band 3 to red,
and band 2 to green. An additional composition of 4R/3G/2B was also used, together with
soil and shadow fractions generated through the Spectral Linear Mixing Model (SLMM).
A total of 27 satellite orbits was necessary to monitor the entire biome.
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Figure 1: Spatial location of the Amazon biome and itsrcompartmentalization into forest and non-
forest areas, according to PRODES.

Mapping was conducted using a multi-user PostGIS database, configured
through the TerraAmazon interface [[INPE/FUNCATE 2023]. A team of analysts visually
examined satellite images and delineated polygons to represent areas of vegetation loss
and burned areas. The interpretation was conducted at a 1:100,000 scale, and the
minimum mappable area was set at 3 hectares. The entire mapping process underwent
rigorous auditing by specialists in NF vegetation. Four distinct alert classes were
identified: Vegetation Loss with Exposed Soil, Vegetation Loss with New Vegetation,
Mining and Burn scars (see Table 1 for details).

Images were interpreted from August to November 2022 and from March to July
2023. The months with higher cloud cover in the Amazon (December to February) were
not observed, as vegetation loss events during those months could be detected in
subsequent months' images. The mapping process involved comparing images from the
analyzed month to the previous month (Figure 2), along with supplementary Sentinel-2
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images, previously used in PRODES NF in 2022 and 2021. In total, 174 images from the
Amazodnia-1 satellite were interpreted during these nine months of observations.

o~

Figure 2: A) Non-forest natural vegetation area observed in an orbital image taken by the
Amazonia 1 satellite in August 2022. B) The same area in the September 2022 image, highlighting a
detected vegetation loss event (outlined in red).

The interpretation uncertainties were minimized using a time-series of auxiliary
images with higher spatial resolution, including Sentinel-2 and Planet imagery. Fire spots
provided by the Queimadas project [INPE 2023] were essential in identifying fire scars.
Moreover, records of observations and photographs collected during fieldwork conducted
in non-forest vegetation areas across eight municipalities in Roraima played a crucial role
in developing interpretation guidelines and clarifying any ambiguities. This fieldwork,
March 20 to 28 in 2023, was conducted by a team of researchers from different institutes
and universities, including INPE and EMBRAPA RORAIMA. To ensure data accuracy,
consultations were made with specialists in Amazonian NF vegetation, when necessary.

We conducted an analysis of warning hotspots using Kernel density maps. The
suppression increments were reprojected onto the Albers Equivalent Conic Projection,
with the SIRGAS 2000 datum, to calculate polygon areas. Subsequently, we extracted the
centroids of these polygons along with their associated area attributes. To assess the
hotspots, we applied a Kernel density estimator to the polygon centroids. This estimation
was weighted based on the deforested area and implemented with a 30 km radius.

3. Results and Discussion
The interpretation key developed to identify suppression features and fire scars in non-

forest areas of the Amazon is illustrated in Table 1. This key played a crucial role in
assisting the detection of the classes mapped by DETER NF.
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Table 1: Interpretation key for identifying features related to burn scars and
suppression of non-forest natural vegetation, with fieldwork images in Roraima

Observed
feature

WFI
3R/4G/2B

Fieldwork
photograph

Visual elements for identifying
features in satellite images

Non-forest
natural
vegetation
with recent
fire

Non-forest natural vegetation with
recent fire occurrence, which does not
qualify as vegetation loss in non-
forested areas (NF). Recent wildfires
display a purple to brown color,
appearing dark due to a substantial
amount of ashes and the absence of
photosynthetically active vegetation.

% | The surface texture ranges from

smooth to moderately textured, with
an irregular shape.

Non-forest
natural
vegetation,
with not so
recent fire
and the
beginning of
regrowth.

Non-forest vegetation with a slightly
less recent vegetation loss occurrence.
They exhibit a purple to brown
coloration, of medium shade, owing to
a significant amount of ashes, yet
featuring herbaceous in regrowth,
already photosynthetically active.
Surface texture ranges from smooth to
moderately textured with an irregular
shape.

Suppression
of non-
forest
vegetation
with
exposed
soil.

After the removal of all non-forest
vegetation, exposed soil is identified
in magenta hues, ranging from light to
dark, depending on the physical
characteristics of the soil. The texture
is smooth or moderate (in the presence
of remaining shrubs), and the shape is
regular.

Non-forest
suppression
with
secondary
herbaceous
or green
agriculture.

When the time interval between the
loss of non-forest natural vegetation
and its detection allows for vegetation
regeneration or the introduction of

| agricultural cultivation or pasture.
. | This use

differs from natural
herbaceous areas by displaying light

| to medium green coloration, typically

smooth or moderately textured

surfaces, and a regular shape.
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Suppression
of non-
forest
vegetation
with pasture
or dry
agriculture.

) During fieldwork, it was quite
| common to observe areas of mature

crops, particularly millet. They appear
in the images as a light salmon color,
typically featuring a smooth texture
and geometric shape. In the images,
they often resemble exposed soil.

Silviculture

Urban area

3 Areas covered by silviculture or

J| reforested with native species can
| vary in color, typically displaying a

dark green hue, smooth texture, and
either a regular or irregular shape.

Urban areas are covered by surfaces
of various compositions, including
concrete, rooftops, soil, and

|| vegetation. Reflectance varies,

resulting in different colors and
shades. Linear roadways are visible,
and the texture is rough.

Artificial
reservoirs

Artificial reservoirs, due to inundating
areas covered by natural vegetation,
are considered non-forest vegetation
loss. They typically exhibit colors
ranging from black to dark blue,
especially when they have lower
sediment content. The texture is
smooth, and the shape is irregular.

Mining

No mining
photos were
taken during

fieldwork

Mined areas typically accompany
watercourses. These areas exhibit a
range of colors, varying from dark to
light shades, depending on the type of
ore and the presence of sediments.
The texture of the mined area is
typically smooth but with an irregular
shape due to excavations and
extraction activities.

Between August 2022 and July 2023, 575.22 km? of NF loss were detected
through the DETER NF (considering the sum of the classes NF loss with exposed soil,
NF loss with vegetation, and mining). Roraima was the state with the largest identified
area of NF loss in the Amazon, with 251.49 km? of alerts (43.71% of the total alerts in
the biome). Mato Grosso and Ronddnia also had significant values, with alerts covering
155.27 km? and 80.65 km?, respectively (26.99% and 14% of the total) (Figure 3).
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Figure 3: Contribution of each Amazonian state to the non-forest vegetation loss between August

2022 and July 2023.

Among the ten municipalities with the largest area of identified NF loss alerts,
four are located in Roraima (RR), three in Mato Grosso (MT), two in Rondénia (RO),
and one in Para (Figure 4). These municipalities accounted for 71.56% of the total alert
area detected during the period, demonstrating a significant spatial concentration of NF

loss.

Bonfim (RR)

Vila Bela da Santissima Trindade (MT)
Boa Vista (RR)

Alto Alegre (RR)

Cerejeiras (RO)

Amajari (RR)

Pimenteiras do Oeste (RO)

Pontes e Lacerda (MT)

Altamira (PA)

Tabapora (MT)

. Mining

Suppression with exposed soll

Suppression with vegetation

0 10 20 30 40 50 60 70 80 90

Area (k}ﬁ’)

Figure 4: Contribution of the ten municipalities with the largest area of non-forest vegetation loss
alerts in the Amazon, between August 2022 and July 2023.

At both the state and municipal levels, the class of deforestation with exposed soil
was the most prevalent, while warnings originating from mining activities were the least
common. The predominance of the exposed soil class can be attributed to the inherent
characteristic of the DETER system, which issues warnings immediately after a
deforestation event, often leaving the soil without vegetation cover. The deforestation
class with vegetation tends to be more common when cloud cover prevents the immediate
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recording of the suppressed area, allowing for the revegetation by grass and herbaceous
species. Although the mining class contributed the smallest area of warnings, it's worth
noting that it was concentrated in the state of Pard, known for its mining activity
[Enriquez, 2014].

During the analyzed period, the lavrado savannas in Roraima showed the highest
concentration of NF loss, where the municipalities of Bonfim, Boa Vista, Alto Alegre,
and Amajari are located (Figure5). The historical series of PRODES NF data revealed
that NF loss remained at low levels in Roraima until the early 2000s but intensified over
the past two decades, particularly since 2014 [Messias et al., article submitted]. Evidence
pointed to the expansion of soybean cultivation as the main cause [Barbosa and Campos
2011; Rodrigues 2023; Silva and Oliveira 2018].

NF loss hotspots were also observed in the southwest of Mato Grosso (Figure 5),
a region that has already been significantly impacted due to intensive NF loss, especially
up until the early 2000s [Almeida et al. 2023]. Other areas with NF loss, although less
prominent compared to those mentioned earlier, include the bordering areas with the
Cerrado biome, the southeastern portion of Rondonia, the Amazon River floodplains, and
some municipalities near Macapa in the state of Amapa (AP) (Figure 5).
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Figure 5: Map of non-forest vegetation loss density in the Amazon, between August 2022 and July
2023.

A total of 8,036.99 km? of burn scars were detected in NF areas during the same
period. Para concentrated 2,493.71 km? the largest area among the states in the Amazon
(31% of the total; Figure 6). Roraima had 2,317.48 km? of burn scars identified (28.83%),
and Mato Grosso had 1,735.18 km? (21.59%). Among the 10 municipalities with the
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largest area of NF affected by fires, four are in Roraima, four in Para, and two in Mato
Grosso (Figure 7). These municipalities accounted for 49.37% of the total detected.

paa [
Roraima | |
mato Grosso | |
Amazonas | [
Rondonia | [
amaps | [
Tocantins | l
Maranhao - l

Acre |

g

1000 1500 2000 2500
Area (km?)

Figure 6: Contribution of each Amazonian State to the occurrence of fires in non-forest natural
vegetation, between August 2022 and July 2023.
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Figure 7: Contribution of the ten municipalities with the largest area (km?) of burn scars in non-
forest natural vegetation in the Amazon, between August 2022 and July 2023.

Roraima was also the main hotspot of burn scars (Figure 8). Being the largest
continuous area of savannas in the biome, the /avrados accumulates a great amount of
fuel material during the dry season, prone to fire [Barbosa et al. 2007]. On the other hand,
fire is used to manage the savanna for pasture and also to clean the land for other uses
[Costa et al. 2011; Silva and Oliveira 2018].
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Figure 8: Map of burn scar density in non-forest natural vegetation in the Amazon, between August
2022 and July 2023.

Concentrations of burn scars were also notable in Marajo (northeastern Para,
Figure 8), where fire is commonly used for the management of natural pastures for cattle
breeding [Schaan 2010]. In the central-south regions of Amazonas and Para, there were
also non-forest areas with intense occurrences of fires, some of them already heavily
impacted by human activities [Carrero and Fearnside 2011; Mataveli et al. 2021], while
others had relatively preserved vegetation. The occurrence of fires was also common
along the Xingu River plain, within the Xingu Indigenous Park.

4. Final Remarks

The products presented here are the result of a pilot project for monitoring non-
forest areas of the Amazon using DETER. The data from DETER NF aims to assist the
government in its decision-making and enforcement processes. DETER must not, under
any circumstances, be considered an official annual value for the suppression of non-
forest original vegetation. However, it is expected that the values presented here will have
a high correlation with PRODES NF, which will likely be demonstrated when it is
released, either at the end of 2023 or the beginning of 2024.

DETER NF has been operational since August 1, 2023. Federal and state agencies
responsible for environmental command and control actions, such as the Brazilian
Institute of Environment and Renewable Natural Resources (IBAMA), the Chico Mendes
Institute for Biodiversity Conservation (ICMBio), and State Environmental Secretariats,
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have daily access to the alerts. While the data is not yet publicly available to the entire
society, it will soon be accessible on the website http://terrabrasilis.dpi.inpe.br.
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1

Abstract. This study aims to identify buildings damaged by the earthquake of
02/06/2023 in the city of Diyarbakir (Turkey) using images from the CBERS-4A
satellite. The images were processed in Python in order to compare the images
from before (2021) and after (2023) the earthquake. Statistical measures such
as mean, standard deviation, and entropy were used to analyze the results. The
buildings layer Open Street Maps was also used to identify the polygons and
areas affected by the disaster. By combining these techniques, it was possible to
identify areas that showed changes after the earthquake.

Resumo. Este estudo visa identificar construcdes danificadas pelo terremoto
de 06/02/2023 na cidade de Diyarbakir (Turquia) a partir de imagens do
satélite CBERS-4A. As imagens foram processadoas no Python para ser feita
uma comparagdo das imagens de antes (2021) e depois (2023) do terremoto.
Foram realizadas, medidas estatisticas como média, desvio padrdo e entro-
pia para a andlise dos resultados. Foi usado também a camada buildings do
Open Street Maps para identificar os poligonos e dreas afetadas pelo desas-
tre. Através da combinacdo dessas técnicas, foi possivel identificar dreas que
sofreram mudangas apds a ocorrencia do terremoto.

1. Introduction

The earth’s environment is constantly being transformed, whether by anthropogenic or
natural changes. Some natural physical processes are capable of generating drastic chan-
ges in the earth’s surface, such as earthquakes, hurricanes, and volcanic eruptions. When
natural processes impact a social system, causing serious damage that exceeds an indivi-
dual’s ability to cope with the impact, a natural disaster occurs [Tobin and Montz 1997].
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In February 2023, news of an earthquake in Turkey and Syria impacted the world.
The United States Geological Survey (USGS) recorded an earthquake in southeastern
Turkey at a depth of 24 kilometers. The catastrophe caused more than 50,000 victims
and is considered the biggest earthquake in the region in the last 20 years, according
to Turkey’s Presidency of Emergencies and Disasters (AFAD). The city of Diyarbakir,
in the south-east of Turkey, was one of those affected, as shown in figure 1. Southeast
Turkey is located between the Arabian and Eurasian tectonic plates and is a constant
target for tremors, but the number of tremors in the region has increased significantly in
2023 [AFAD 2023].

Figura 1. Earthquake damage in the city of Diyarbakir, Turkey in February 2023.
Font: Sertac Kayar.

One way of monitoring such events is through the use of satellites. Remote sensing
provides information on these areas in a short space of time, making it a fundamental
tool for managing these disasters. Brazil has the CBERS (China-Brazil Earth Resources
Satellite) program, a partnership between Brazil and China that makes satellite images
available for free, helping to spread the beneficial use of these images around the world.

[Voigt et al. 2007] states the effectiveness of the techniques used to mo-
nitor earthquakes, whether using thermal infrared images [Andrew et al. 2002];
[Ouzounov et al. 2006]; [Joyce et al. 2009], or In-SAR (Interferometric Synthetic Aper-
ture Radar) images to identify the deformation of the earth’s surface [Gabriel et al. 1989]
and [Massonnet et al. 1993]. According to [Dong and Shan 2013], optical images are ex-
cellent for identifying areas affected by an earthquake, as they are easy to interpret.

Therefore, the aim of this work is to analyze the area affected by the earthquake
in the city of Diyarbakir and identify the damaged buildings using images taken by the
CBERS-4A satellite. Analysis of the images will enable the affected buildings to be
identified.

2. Materials and Methods

2.1. Materials

The following libraries from Python programming language were used in this work: ras-
terio, matplotlib numpy, gdal, osmnx and geopandas. Quantum Geographic Information
System (QGis) software was also used to manipulate the images.
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2.2. Methods

The work methodology is presented in the flowchart illustrated below (Figure 2).

Acquisition of Before/after
imagens from the (98¢ processing COmparison using Statistical
lNgPE catal using Python the Open Street Analysis
i Map

Figura 2. Flowchart of the methodology used in the study to compare the impact
of the earthquake in Turkey.

This study uses images acquired by the Panchromatic sensor of the CBERS4A
satellite, captured at different times - before (May 14, 2021) and after (February 14, 2023)
a seismic event. These images were obtained from the [INPE 2023] image catalog and
are available on the International Charter for Space and Major Disasters, a global satellite
reprogramming initiative to which the National Institute for Space Research (INPE) is
associated.

QGIS software was used to crop the images in a standardized way, using the ras-
terio and matplotlib libraries in the GoogleColab environment to load and verify geo-
referencing information, prioritizing band 1, since it has better conditions for consistent
analysis. The GDAL library was used to extract maximum and minimum pixel values,
normalizing grey levels and applying advanced contrast enhancement techniques, parti-
cularly in areas of interest affected by the earthquake.

The buildings layer was added in QGIS, incorporating vector data of the buildings.
Information from the OpenStreetMap was integrated to delimit the areas of the buildings
by creating polygons. An analytical process was developed, involving the creation of lists
to store polygon indices and pixel averages, with the execution of clipping and statistical
operations.

The statistical analyses used were:

* Mean: First, the mean of the values inserted in each pixel was calculated for
the different polygons of the buildings layer in the before and after images. The
absolute difference between the means obtained for the before and after images
was used to detect changes, with a criterion factor for values greater than or equal
to 30. As a result of this analysis, 20 values were found that showed changes
possibly caused by the earthquake in the region, some of which were clearly
visible in the CBERS-4A images.

* Entropy: To calculate entropy, the methodology used was that of [Shannon 1948]
and described in more detail by [Nascimento and Prudente 2016]. Similarly, the
average was computed for the values for the two images, but with a criterion
factor of 0.5 for the classification of the absolute difference. As a result of this
analysis, 368 values were found that showed changes.
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» Standard Deviation: The procedure for calculating the standard deviation is si-
milar to that used for the mean. The criterion factor for classifying the absolute
difference in this case was 20. As a result of this analysis, 45 values were found
that showed changes.

The results were displayed, and significant changes related to the earthquake were
identified based on the established criteria. Entropy and standard deviation alerts were
generated for the filtered polygons, providing useful information on the changes occurring
in the areas affected by the earthquake.

3. Results

Figure 3 shows that they have different brightnesses and contrasts, which can make visual
analysis difficult. Therefore, the comparison of the before (2021) image with the 2023
(after) image must be refined, i.e. the 2021 image requires a definition of the band to be
used for comparison with the Panchromatic band of the after image. Thus, Bands 1 to 4
are plotted below in Figure 4 to define which has better quality and contrast to make it
possible to identify changes caused by the earthquake and will be used for the analyses.

Before Image After Image

Figura 3. Images of the differences in brightness and contrast between bands 1
(left) and 4 (right) of the CBERS-4A satellite image from 2021.

Banda 3

Figura 4. Brightness and contrast differences between bands 1 and 4 of the
CBERS-4A satellite for the 2021 image (before the earthquake). Possibilita

After visual analysis, it was possible to detect that Band 1 proved to be the shar-
pest. This band corresponds to the visible blue spectrum, imaging wavelengths in the 0.45
to 0.52 um range, with a resolution of 8 meters.

Next, the grey levels of the images were normalized to define equal scales and
compare the mean, standard deviation, and entropy to obtain consistent results. To do
this, the following formula was used:

)]

bandl — bandl uye. .
bandnormalized = ( an an Lueonin ) * 255

bandlyatue, e — 0aNAdLygiue,, .,
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With the normalization, the scales for the before and after images remained at
[2 - 255] and [1 - 255], respectively. The distribution of gray levels can be seen in the

histogram in Figure 5.
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Figura 5. Normalized Histogram. The light gray line represents the distribution of
gray levels in the pre-earthquake image, and the dark gray line represents
the distribution of digital numbers in the post-earthquake image.

Looking at the images resulting from the normalization of the grey levels, it was
necessary to improve the contrast of the 2021 image, using a gain factor of 1.5. The
result of the image with improved contrast (2021) and that of 2023, together with the final
histogram, are shown in Figures 6 and 7, respectively.

Figura 6. Before and After Images - Contrast. Representation of contrast in pre-
and post-earthquake images.
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Figura 7. Contrast histogram. The light gray line represents the contrast of the
pre-earthquake image, and the dark gray line represents the contrast of the
post-earthquake image.

The buildings layer of the Open Street Maps was used to detect changes caused
by the disaster. This layer was obtained via QGis and its shapefile is inserted into Figure
8, in which it shows the polygons identified as buildings (black shapes) in the study area.
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Figura 8. Shapefile Layer Buildings Open Street Maps for the Study region, the
polygons indicate areas identified as buildings.

The comparison of the images from before and after the disaster was carried out
as follows: the polygons were “scanned” in such a way that two lists were created: one
containing the index of each .shp and the other containing the statistics of the pixel values
read from the image. These lists will be used to carry out statistical analyses such as
mean, standard deviation, and entropy to identify changes caused by the earthquake in the
region.
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Figura 9. Shapefile of Detected Changes - Image 2023. The polygons represent
the detected changes after the earthquake.

Based on the 3 measurements made (mean, entropy, and standard deviation), a
procedure was carried out to detect the shapefiles with changes in common for all the
statistics. The mean indicated changes in 20 polygons, the standard deviation 45, and
the entropy indicated 368 values, resulting in 19 polygons in common. Therefore, the
polygons that showed differences were selected and plotted in a new resulting shapefile
so that visual identification could be done with the satellite images of the affected areas,
which are shown in Figure 9. Finally, the shapefile generated in Figure 9 is overlaid with
the post-earthquake image (2023) so that the areas affected by the earthquake disaster in
Turkey can be mapped (Figure 10).
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Figura 10. Shapefile Layer Buildings - Detected Changes. The polygons highligh-
ted in the image represent the buildings that were identified as detected
changes after the earthquake.

4. Conclusions

Based on all the above, it can be said that the methods used in this work to analyze the
impact of the damage caused by the earthquake in Turkey were sufficient to identify the
most affected locations, where some of the buildings in the city of Diyarbakir collapsed.
Therefore, the conditions of the images and the sensor used were adequate to meet the
objectives of this work.

Although the results were satisfactory, some problems were identified. In the be-
fore and after images, although obtained by the same sensor, there are differences in sha-
ding, sharpness, and contrast, which may have caused occasional false contours. Howe-
ver, given that the objective of the work was to identify buildings affected by earthquakes,
only the polygons of the roofs of the targets were used, and the analysis was not impaired.
The quality of the results depends on the type of sensor used and the quality of the spatial
resolution of the image used; the higher the resolution, the better the image quality and
the ability to identify differences.

An issue was identified when using the “buildings”layer, the image returned not
only polygons of buildings but also polygons of large areas such as fields, squares, and
intersections. It would be possible to apply filtering, however, there was a risk of losing
essential information about the desired targets. Taking into account the fact that these
areas do not interfere with the study, this filtering was not carried out.

After processing the images, we were able to identify the areas with building
damage by using the difference in the spectral response of the targets, calculated using
three different techniques, obtaining more reliable results. The use of these techniques
made it possible to identify damage that would have been imperceptible to the human
eyes but became evident by overlaying the real image with the polygons, which made it
possible to identify changes in 19 different buildings.
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Abstract. Changes in land use and land cover in the Amazon Biome directly
impact carbon reservoirs, making it a crucial ecosystem service for climate
regulation. Therefore, quantifying and spatializing these reservoirs is essential.
Using the Carbon Storage and Sequestration model from InVEST, combined
with Land Use and Land Cover (LULC) data and areas declared in the Rural
Environmental Registry (CAR) in the state of Rondoénia, we created a current
scenario and a future scenario with 5-year-old secondary forest. Forest
formation and pasture predominated in the declared areas, and the reservoirs
with the most significant gains in carbon tons were Aboveground Biomass
(AGB) and Belowground Biomass (BGB), resulting in a total gain of 2%
compared to the current state. This underscores the importance of command-
and-control tools and incentives for forest restoration.

1. General Information

Amazon biome occupies a vast portion of Brazilian territory (61% of the country),
making it the world's largest repository of forest carbon [FAO, 2010]. It stores significant
carbon (C) above and belowground, serving as a crucial ecosystem service for climate
regulation [Saatchi et al., 2007]. The extensive land cover change driven by rural
development has been responsible for converting tropical forests into agricultural
landscapes [Macedo et al., 2012] [Nepstad et al., 2014], negatively impacting biodiversity
composition within this ecosystem and increasing greenhouse gas emissions [Aragao et
al., 2018].

Managing ecosystem services such as carbon stock in landscape is fundamental
for climate regulation. The dynamics of carbon sequestration and storage are intrinsically
linked to changes in land use and land cover (LULC) [IPCC, 2006] [Pagiola, 2008] [Stern,
2007]. Forests, pastures, and other terrestrial ecosystems collectively store much more
carbon than the atmosphere [Lal, 2004].

This carbon stock can be assessed through different reservoirs, including
aboveground biomass, which encompasses forests and plantations [Baccini et al., 2012]
[Houghton et al., 2001][Potter, 1999]. Belowground biomass, consisting of roots [Kuyah
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et al., 2012], soil carbon reservoir [Ferreira et al., 2023], and the reservoir composed of
dead organic matter and litter, all of which provide essential ecosystem services for
climate regulation [Chambers et al., 2000]. A landscape examination and land use
analysis are required to account for these carbon pools [IPCC, 2006].

Deforestation and wildfires results in carbon stock losses in land use and changes
in land cover in the Amazon biome [Nogueira et al., 2015]. Therefore, implementing land-
related regulations, such as Rural Environmental Registry (CAR), helps monitor and
understand LULC, especially concerning agricultural activities [Jung et al., 2022, 2017].
Combined with ecosystem service management, these command-and-control instruments
aid landscape analysis and developing strategies to reduce deforestation, promoting
sustainability in agriculture.

The main objective of this study is to quantify carbon stock and sequestration for
the state of Rondonia within the areas declared in the CAR, comparing the current
scenario with a future scenario of forest restoration in Legal Reserves and Permanent
Preservation areas.

2. Material and Methods

The study area is the state of Rondonia, with a total area of 237,646.10 square
kilometers (Figure 1). It is within the Amazon and Cerrado biomes [IBGE, 2019]. The
territorial divisions obtained from the Brazilian Institute of Geography and Statistics
(IBGE) include the boundaries of the Amazon biome and other limits. These boundaries
were standardized for the IBGE Conic Albers projection and SIRGAS 2000 datum using
a metric coordinate system.

The land use and land cover data were sourced from the MapBiomas Project
Collection 7, with data from 2021 and a spatial resolution of 30 meters. These data were
generated through pixel-by-pixel classification of Landsat satellite images, and access to
data is facilitated through the Google Earth Engine platform [Souza et al., 2020].
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Figure 01: Boundaries and land cover of Rondénia, Brazil.

2.2. Carbon Pools

Carbon Storage and Sequestration model within the Integrated Valuation of
Ecosystem Services and Tradeoffs - InVEST software aims to support ecosystem service
management by quantifying existing carbon pools and their spatial distribution and
comparing different scenarios. The model requires estimates of carbon quantities for the
aboveground biomass, belowground biomass, organic soil, dead organic matter, and litter
reservoirs, expressed in metric tons per hectare (t/ha). Inputs for the InVEST tool [Mandle
and Natural Capital Project, 2023] included LULC maps and the carbon storage quantities
(in CSV format), while the outputs consist of raster files for each reservoir, total carbon,
and delta between scenarios.

Estimated values for the aboveground and belowground biomass reservoirs, dead
organic matter, and litter for forest formation, savanna, wetland, and swamp areas,
represented by land cover classes 3, 4, 11, and 12, respectively, were obtained through a
weighted average. This approach considers the area covered by each land cover type and
the specific carbon values associated with each biome, resulting in an adjusted value.
Carbon pool values were extracted from the Reference Report of the Third Brazilian
Inventory of Anthropogenic Greenhouse Gas Emissions and Removals [MCTI, 2015] for
each specific biome [IBGE, 2019]. Average values of corresponding biomes were
calculated for areas with transitional land uses and vegetation types.
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To create a future scenario, carbon values for secondary forests in the Amazon
Biome at five years were used, as described by Fearnside [1996].

Carbon values for agriculture were obtained from various sources for different
crops, including temporary crops [Bonini et al., 2018], soybean [Alliprandini et al., 2009]
[Carvalho et al., 2007], sugarcane [Cerri et al., 2013] [Oliveira et al., 2010], silviculture
[MCTI, 2015], pasture [Lemos et al., 2016] [Santos, 2003], and perennial crops [Pavlis
& Jenik, 2000]. For the mosaic land cover class of agriculture and livestock, estimates
were obtained by averaging values used for temporary crops and pasture.

The organic soil carbon reservoir (0-30 cm) (SOC) was derived from Embrapa
Solos maps [Marques et al., 2021]. The SOC values were obtained by summing the layers
from 0-5 cm, 5-15 cm, and 15-30 cm and then cutting them for each land use class. The
average for each LULC class was calculated and tabulated.

2.3. Rural Environmental Registry

The rural property data for the Rural Environmental Registry (CAR) were
obtained from the Embrapa Territorial database, which curated and validated the
information provided by the Brazilian Forest Service (SFB) through the National Rural
Environmental Registry System (SISCAR) in the year 2021 [Brasco, A. M.; Carvalho,
2022]. From this database, the following areas were extracted: Legal Reserve (RL) and
Permanent Preservation Area (APP), which are part of the Fixed Assets (AF), as well as
the productive area (AP), which represents the portion of the property available for
agricultural and livestock activities (Table 01).

Table 01: Areas declared in the Rural Environmental Registry in the State of Rondonia.

Areas Area (km?) | Arearo(%) | Areacar(%)
State of Rondénia Area 237,0401 1 100% i
Registered Properties 122’835'4 51.65% 100%
Productive Area (AP) 84,340.20 35.49% 68.72%
Fixed Assets (AF) 38,395.20 16.16% 31.28%
Fixed Assets (AF)
Legal Reserve 32,248.90 13.57% 26.28%
Permanent Preservation Area o o
(APP) 6,146.30 2.57 % 5.01%

2.4. Current and Future Scenario

Two scenarios were created using land use data from MapBiomas and carbon
reservoir values to compare and obtain carbon sequestration values. The current scenario
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encompasses carbon stocks within the existing land cover classes of Collection 7 (2021),
while the future scenario projects different land uses and carbon stocks while complying
with current environmental regulations.

The future scenario involves converting the entire Fixed Assets (AF) area into
secondary native vegetation, as per Fearnside (1996), while leaving the productive area
(AP) unchanged. This conversion will be achieved through pixel reclassification within
the Fixed Assets areas, following the Forest Code's requirement these areas be composed
of native vegetation.

3. Resulted and Discusses

3.1. Land Use and Land Cover and Carbon Pools

The state of Rondonia exhibits 13 land use and land cover classes, with the
predominant class being forest formation, covering 55.71% of the total area, followed by
the pasture class at 36.34% (Figure 02). The agricultural classes (soybean and temporary
crops) represent 1.57% of the total area. The urbanized area of the state corresponds to
0.21% ofits territory, ranking ahead of only Sergipe, Roraima, Acre, and Amapa [IBGE,
2019b].

Values for carbon stocks in the four assessed reservoirs, measured in tons per
hectare (t/ha), were obtained from the literature for each land use and land cover class, as
presented in Table 01. Aboveground biomass reservoir (AGB) is most significant in
native forests, with values ranging from 93.41 t/ha to 67.24 t/ha for the land cover classes
of forest formation, grassland, wetland, and savanna formation; it is highly affected by
anthropogenic activities [Berenguer et al., 2014]. In the agricultural production sector, the
reservoir shows 8.9 t/ha values for soybeans, 4.1 t/ha for pasture, and 2.1 t/ha for
temporary crops.

The belowground biomass compartment (BGB) follows a similar pattern to AGB,
being more pronounced in vegetation-rich classes, ranging from 18.16 t/ha to 10.39 t/ha.
Since it is directly related to tree roots and remains below ground after fires and clear-
cutting, it decomposes more slowly, even in such situations [Aguiar et al., 2012]. The
dead organic matter and litter compartment, present only in forest formations and
agriculture, ranges from 20.98 t/ha to 0.50 t/ha, respectively. The organic soil carbon
reservoir (SOC) ranges from 35.70 t/ha to 44.96 t/ha for the classes in Ronddnia.

Table 02: Estimated carbon stock (total, in aboveground live biomass, in belowground

live biomass, in dead biomass - litter - and in the soil layer at a depth of 0-30 cm) in land
use and land cover classes in the state of Rondonia.

Carbon Pools (ton/ha)

LUL Son. Ab d | Bel d Litter Percent

Ronddnia (Ro) c organic oyegroun e (.)wgroun and Area (kmz) (%
carbon biomass biomass Dead ual (%)

0-30 cm (AGB) (BGB) Wood
(sOC)
Non-Observed 0 0 0 0 0 1.27 0.00
E Forest 3 37.74 93.41 10.39 11.97 132,385.11 55.71
ormation
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Savanna 4 36.8 67.24 13.63 17.99 4,440.13 1.87
Formation
Forest
Plantation 9 43.9 30.76 18.16 5.44 7.76 0.00
Wetland 11 38.10 74.22 14.26 18.89 309.69 0.13
Grassland 12 36.14 82.67 15.64 20.48 7,512.10 3.16
Pasture 15 36.68 4.1 2.9 1.20 86,355.09 36.34
Mosaic of Uses 21 44,70 2.00 0.97 0.85 18.71 0.01
Urban Area 24 37.30 0 0 0 495.42 0.21
Other Vegetated | ,; | 4 g 0 0 0 25.97 0.01
Areas
Mining 30 35.70 0 0 0 132.36 0.06
River, Lakeand | 55 0 0 0 0 2,258.90 0.95
Ocean
Soybean 39 38.24 8.90 2.20 0 3,186.03 1.34
Other
Temporary 41 38.20 2.10 0.04 0.50 517.56 0.22
Crops
TOTAL | 237,646.1 100.00
Future Scenario
Secondary
forest (syears) ‘ 55 ‘ 37.74 ‘ 332 ‘ 13.8 ’ 11.97 - -

3.2. Rural Environmental Registry Areas

Regarding managing and planning changes in LULC, the Rural Environmental
Registry (CAR) is an essential tool. Its purpose is to integrate information from rural
properties for control, monitoring, environmental and economic planning, and combating
deforestation. It enables the understanding of the location of properties (Figure 04) and,
when combined with other databases, facilitates the management of ecosystem services
[Jung et al., 2022][Tambosi et al., 2015].

Declared property areas cover 122,735.40 square kilometers, equivalent to
51.65% of the state of Rondonia. The Legal Reserve (RL) totals 26.28% of the declared
property areas, and Permanent Preservation Areas (APP) cover 5.01%, as shown in Table
02. Since Legal Reserves can include APP, the concept of "Fixed Assets" (AF) has been
created to consider both areas. According to Law 12,651/2012, every rural property must
maintain an area with native vegetation cover. In the case of the Legal Amazon, this
requirement is 80% of the property in forest areas. It is important to note that Rondonia
has areas within the Cerrado biome where the Legal Reserve requirement is 35%. It is
worth mentioning that there are consolidated areas and excess areas for small properties.

The land use and land cover classes within the Fixed Assets predominantly consist
of forest formation at 69.78% and pasture at 25.43%, with other uses accounting for
4.79%. Presents a promising pathway to reduce deforestation through CAR [Jung et al.,
2017]. The expansion of cattle ranching is observed within CAR areas, leading to a
reduction in carbon stocks through LULC changes, directly impacting greenhouse gas
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emissions. Consequently, mitigate and adapt to climate change through integrated and
low-carbon emission production systems is needed.

o oh carn L 2% a1 W ST
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5
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= Fixed Assets (AF)
~ Property limits
“Rondénia

Figure 04: Limits of the CAR areas and area of Fixed Assets (AF) in the state of
Rondoénia.

3.3. Current and Future Scenario

Trough data from the reservoirs (Table 01) and the LULC map (Figure 02) it was
possible to calculate the total carbon quantity for the current (2021) and future (5 years)
scenarios for each carbon pool (Table 04), along with spatialization of the scenarios
(Figure 05). The future scenario was created based on secondary forest values in the
Amazon Biome provided by Fearnside (1996). It represents a future scenario for five
years of secondary forests (Table 01) in the Fixed Assets area where there were no
existing forest formations, savannas, grasslands, wetlands, and swampy areas (classes 03,
04, 11, and 12), excluding urban areas and rivers, lakes, and oceans (classes 24 and 33).
In Figure 05, the future scenario shows that the carbon gain, represented by the increased
yellow shading, is uniform throughout the state and extends into areas with settlement
characteristics and pasture areas.
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Figure 05: Current and 5-Year Future Scenario for Carbon Stocks in the State of Rondoénia.
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Natural vegetation in the state is significant for the AGB and BGB reservoirs, as
well as for the dead organic matter and litter reservoirs. These carbon pools significantly
increase total carbon stock and are vital for conserving various species [Nelson et al.,
2007]. This emphasizes the crucial role of government policies concerning ecosystem
services [BRASIL, 2021, 2012] in methodically aiding the safeguarding and maintenance
of forests.

Table 04: Contribution of each carbon reservoir to the current and future scenarios and
their gains in carbon tons (C) in the state of Rondénia.

Carbon Pools
(ton C) Current Future Gain
ABG 1,420,994,018.60 | 1,451,522,961.06 30,528,942.46
BGB 188,474,414.61 199,953,415.17 11,479,000.57
SOC 910,870,292.75 911,955,526.01 1,085,233.26
Litter and
dead wood 200,207,875.42 211,546,227.06 11,338,351.64
Total 2,720,546,601.37 | 2,774,978,129.29 54,431,527.92

The increases in carbon stocks are primarily in the AGB reservoir, although they
are lower than those in natural forests [Nave et al., 2019]. When looking at the current
and future total carbon stocks, we have 2,720,546,601.37 tC and 2,774,978,129.29 tC,
respectively (Table 04). In other words, with the reforestation of areas designated as legal
reserves and permanent preservation areas, there will be a gain of 54,431,527.92 tC,
equivalent to 2% of the current total carbon or a 4% increase in native vegetation areas.
Secondary forests, in addition to restoring carbon stocks [Nunes et al., 2020], also
contribute to the protection and maintenance of water resources [Ellison et al., 2017;] and
biodiversity [Matos et al., 2020].

6. Conclusions

In the state of Rondoénia, it is evident that forest formations cover 55.71% of the
total area. However, the significant extent of pastureland at 36.34% is a cause for concern,
especially considering that the soy moratorium only curbed soy cultivation in the Amazon
Biome. At the same time, pasture expansion remains a prominent driver of deforestation
and a significant emitter of greenhouse gases if not managed correctly. Therefore,
implementing the integration of crop-livestock forests could serve as a sustainable
alternative, particularly for Ronddnia, which has a substantial expanse of pastureland.

Another crucial aspect is the carbon stocks in the AGB reservoir, primarily
representing the biomass of forest canopies, making it the most significant reservoir in
the state. Consequently, monitoring and enforcing regulations in these areas is of utmost
importance for the ecosystem service of climate regulation, carbon stock and
sequestration in addition to other services provided by forest formations. When combined
with the InVEST tool, these reservoirs aid in understanding changes in Land Use and
Land Cover. They can help shape public policies related to carbon emissions and even
regulate the carbon market.
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Abstract. Urban heat is a growing concern in rapidly expanding cities worldwide,
posing significant risks to human health and well-being. This paper investigates the
hypothesis that precarious settlements characterized by inadequate infrastructure
and limited resources, are more exposed to Urban Heat. Taking Sdo Paulo, Brazil,
and Delhi, India, two megacities as case studies, Land Surface Temperature (LST) is
used to determine the extent of heat exposure in these settlements. In Sdo Paulo,
despite diverse locations, Cortigos and Favelas exhibit high LST values (35.80°C and
34.76°C), emphasizing challenges tied to inadequate infrastructure. Notably,
industrial areas display a lower LST (32.54°C), while gated housing communities
benefit from well-planned layouts, resulting in lower LST values. In Delhi,
unauthorized colonies and slums experience elevated LST values (35.90°C and
35.10°C), attributed to limited vegetation and substandard housing materials.
Commercial and industrial areas in Delhi demonstrate higher LST values (35.79°C
and 36.38°C), emphasizing the impact of building density. The study reveals a dual
nature of urban heat challenges in Delhi, with the western part exhibiting the highest
LST values due to barren agricultural land post-harvest. The findings suggest that
precarious settlements face higher levels of urban heat, emphasizing the need for
targeted interventions to mitigate heat-related risks in vulnerable communities.

1. Introduction

Rapid urbanization, accelerated by global population growth and exacerbated by the challenges
posed by climate change, has ignited a surge in temperatures within cities worldwide. This rise
in temperature has precipitated the emergence of urban heat islands (UHIs) and the
intensification of heatwaves, underscoring the critical environmental issue of urban heat (Oke,
1982; IPCC, 2014). Beyond the scope of meteorological records, urban heat carries profound
implications for public health and well-being, encapsulating a multifaceted challenge that
transcends geographic boundaries.

While the impacts of urban heat are well-recognized, the awareness of disparities in heat
exposure within cities has been an evolving narrative in recent years. Among these disparities,
precarious settlements—often characterized by substandard living conditions, insufficient
infrastructure, and limited access to essential resources—have emerged as hotspots of
vulnerability to elevated temperatures (UN-Habitat, 2013). These marginalized communities
grapple with the compounding effects of socio-economic disadvantage and environmental
adversity.

This research paper embarks on an exploration into the hypothesis that precarious settlements
are disproportionately exposed to urban heat, in contrast to their more privileged counterparts
in residential areas. The study's primary goal was to analyze the Urban Heat Exposure in
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precarious settlements, comparing the realities of Sdo Paulo and Delhi, two megacities
grappling with rapid urbanization but set against contrasting socio-economic contexts. While
both cities share the commonality of grappling with the urban heat challenge, the research
recognizes that the dynamics and determinants of Heat Exposure in precarious settlements may
vary considerably. As such, this study endeavors to unravel these intricacies and disparities,
with the overarching goal of shedding light on the interplay between urbanization,
vulnerability, and Urban Heat.

Understanding these disparities is not only of academic interest but of paramount significance
to urban planners, policymakers, and researchers who are dedicated to formulating and
implementing targeted interventions and adaptive strategies. By illuminating the factors that
perpetuate elevated temperatures in precarious settlements, this research contributes to an
ongoing dialogue centered on climate change resilience, social equity, and the sustainable
evolution of urban spaces.

2. Materials and Methods

The research began by establishing clear objectives and defining the research topic, providing
a structured framework for the study. A comprehensive literature review, with a focus on
exposure from urban heat vulnerability theories, informed the development of the hypothesis
and key indicators. Data collection included satellite imagery and socio-economic data,
prepared for analysis through post-processing techniques. The analysis phase employed spatial
analysis to unveil trends and correlations, with results presented visually through maps and
figures. These representations summarized patterns of exposure. The research yielded
significant findings that shed light on the complexities of urban heat exposure in the case study
cities, ultimately leading to the need for mitigation strategies.

2.1. Description of the Study area

This study focuses on the urban heat exposure of Delhi, India, and Sdo Paulo, Brazil, two cities
emblematic of the challenges stemming from rapid urbanization and climate change. Delhi,
India's capital, has experienced substantial urban growth, with 97.5% of its population residing
in urban areas. It is situated between the Himalayas and Aravalli Mountain ranges, with a
humid subtropical climate marked by scorching summers (25°C to 45°C) and winters (2°C to
22°C). The annual rainfall ranges from 400 to 600 mm. In contrast, Sdo Paulo, Brazil's largest
city and a major economic hub for South America, spans 1,521 km2 with a subtropical humid
climate featuring distinct seasons. Summers (December to March) are hot and humid (25°C to
35°C), while winters (June to August) are moderate and dry (12°C to 23°C). Sao Paulo receives
an average of 1,500 mm of rainfall annually, with the rainiest period occurring from October
to March.

2.2. Materials

This research primarily relies on satellite imagery, data on precarious settlements, and Land-
Use Data. The satellite imagery data from Landsat 8 was obtained from the United States
Geological Survey (USGS) and NASA's Earth Observing System via the Earth Explorer
platform. The location of precarious settlements and Land-uses were extracted from GeoSampa
and the Delhi Urban Shelter Improvement Board (DUSIB) and Delhi Master Plan (MPD).
HabitaSAMPA and MPD were utilized to categorize and define diverse types of precarious
settlements in both S3o Paulo and Delhi. The author employed the latest available data,
acknowledging that the disparate years pose a limitation. However, recognizing the enduring
correlation between present-day socioeconomic conditions and those observed in the past
(specifically, the year 2010 in the case of the last available census data), it is understood that
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this temporal gap is an inherent constraint. The study remains open to future updates pending
the availability of new census data, ensuring continued relevance and accuracy.

The data collection process involves accessing and downloading publicly available datasets,
which were then organized and prepared for analysis. The study was conducted at a meso-
scale, covering larger sections of the cities, such as districts or clusters of neighbourhoods. In
Sdo Paulo, the analysis considered census tracts, while in Delhi, it was conducted at the ward
level. This scale of analysis allowed for capturing the overall urban form, land use patterns,
and infrastructure influencing heat vulnerability. The temporal scale of the study was short-
term, involving the analysis of data over short time intervals. Specifically, satellite imageries
for calculating Land Surface Temperature (LST) were averaged out at a two-week difference.

Table 1. Variables for Assessing Urban Heat Exposure

S. Variables/ Description Data Source Data Date Unit,
Indicators Format
1. | Land Surface | Radiative skin | Landsat 8 - United | Delhi: 28" April | °C,
Temperature | temperature of | States Geological & 14" May 2022 |30 m
(LST)—Day | the land Survey (USGS) - Sdo Paulo: 14" Raster
time surface Class 2 Level 1 & 22" Feb 2022
2. | Location of Precarious GeoSampa/ Delhi | Delhi: 2019 Vector
Precarious Settlements/ Urban Shelter Sao Paulo: 2010
Settlements Slums/ Low- Improvement
income areas/ | Board (DUSIB)
Informal /Master Plan Delhi
Settlements
3. | Land Use How land is Master Plan of N/A Vector
Land Cover being used Delhi 2041, SP Pvt.
(LULC) Company

2.3. Calculation of Land Surface Temperature (LST)

The Radiative Transfer Equation (RTE) (Yu et al., 2014) algorithm was used to calculate Land
Surface Temperature (LST) from satellite images (Landsat 8 in this case). The Landsat 8
images for the case study areas were obtained from the USGS Earth Explorer website. Specific
bands for these images were downloaded that capture the thermal radiation emitted by the land
surface (Band 10). An ArcGIS-based toolbox developed by (Sekertekin; Bonafoni, 2020) was
utilized to have the process of calculating LST automated. The toolbox takes satellite imagery
and atmospheric parameters derived from NASA's Atmospheric Correction Parameter
Calculator as input.

3. Analysis of Urban Heat Exposure

Urban Heat Exposure, as assessed in this study, follows the framework established by the
Intergovernmental Panel on Climate Change (IPCC) on managing the risks of extreme events
and disasters to advance climate change adaptation. According to this framework (IPCC, 2012),
Exposure is employed to refer to the presence (location) of people, livelihoods, environmental
services and resources, infrastructure, or economic, social, or cultural assets in places that could
be adversely affected by physical events and which, thereby, are subject to potential future
harm, loss, or damage.

Urban Heat Exposure in precarious settlements is a multifaceted challenge driven by various
factors. To comprehensively address this issue, this research combines the analysis of land
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surface temperature (LST) data obtained from remote sensing with the location of precarious
settlements and different land use types. By comparing LST levels in precarious settlements
with other residential areas, this study aims to shed light on the complex relationship between
urbanization, and heat exposure in rapidly growing cities.

3.1. Precarious Settlements in Sao Paulo and Delhi

Precarious settlement growth has become a symbolic representation of the complex interplay
between fast urbanization, socioeconomic inequality, and inadequate housing in the cities of
Delhi and Sao Paulo (Gilbert, 2018; Kundu, 2020). These so-called "informal settlements,"
which are sometimes known as "slums," "favelas," or "squatter settlements," are a prime
example of the difficulties urban areas encounter in supporting expanding populations despite
a lack of resources (Roy, 2005; Perlman, 2010). This section explores the intricate typologies
of these communities that have developed within the urban framework of both cities. Different
types of Precarious Settlements in Sdo Paulo, Brazil as per HabitaSAMPA ' are as follows —

1. Favelas: Favelas are characterized by precarious settlements that arise from spontaneous
occupations carried out in a disorderly manner, without prior definition of lots and without
street layout, in public or third-party private areas, with insufficient infrastructure networks,
in which dwellings are predominantly self-built and with a high degree of precariousness,
by low-income families in vulnerable situations. There are 1748 favelas registered by the
Secretariat with an estimation of 399,758 households.

2. Cortico: collective rental housing, and that often have shared sanitary facilities between
several rooms, high occupation
density, precarious circulation and
infrastructure, access and common
use of unbuilt spaces and very high
rent values per m? built. The highest |
concentrations of tenements are |
found in the central regions of the |
city. 1,478 tenements registered by
the Secretariat only in the
subprefectures of Sé and Mooca. ‘

3. Loteamento: They are the Irregular
subdivisions whose occupation took
place based on the initiative of a
promoter and/or commercialization
agent, without prior approval by the
responsible public bodies or when
approved or in the process of

approval, implanted n | | .

disagreement with the legislation. | s / PR i

Suffer from some type of non- | s ¥ — o

compliance, such as the width of the | v G .

streets, the minimum size of the lots, | : : A e oo

the width of sidewalks, and the Jp@ EHT

implementation of urban | i Sao Paulo
infrastructure. High constructive | @({gg’ LTk Loostin of brecancus 5

density, lacking in trees and free

Figure 1. Precarious Settlements in Sao Paulo
! Source — HabitaSAMPA - http://www.habitasampa.inf.br/habitacao/
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spaces for common use. There are 1,999 subdivisions registered by the Secretariat with an
estimated 394,402 lots in irregular subdivisions.

4. Nucleos: Also known as urbanized centers, that are favelas equipped with 100% water,
sewage, public lighting, drainage, and garbage collection infrastructure, made possible
through actions by the public authorities or not. However, not yet legally regularized. There
are 438 Nucleos registered by the Secretariat with an estimation of 60,638 families living in
them.

Like many other rapidly expanding metropolises, Delhi's urban landscape is characterized by
the growth of slums and other improvised housing. The intricate interactions between
urbanization, migration, and socioeconomic inequities in the metropolis are poignantly
reflected in these settlements (Kundu, 2020). These settlements highlight the difficulties
metropolitan areas confront in meeting the demands of a growing population. They are
characterized by inadequate infrastructure, restricted access to basic services, and poor living
circumstances (Dewan & Pandey, 2017). In order to understand the distinctive qualities, spatial
distributions, and underlying processes that constitute these impromptu habitation forms, this
section examines numerous typologies of precarious settlements within Delhi. Different types
of Precarious Settlements in Delhi as per Delhi Master Plan 20212, India —

1. Jhuggi-Jhopri (JJ) (slum) Delhi. India PE
Clusters: These non-notified .| - o A

Location of Precanous Settlements ). bt - ~ ’

slums are referred to as
"squatter  settlements"  or
"jhuggi  jhopri  clusters" o
(JICs), and are situated on | me ...
public land owned by a | = AT
government body like the + St Custer

Delhi Development Authority
(DDA), the Railways, the et
Central ~ Public =~ Works
Department (CPWD), or one @sw“mm i ¥

MPO 2041

UL Thm
036 121824

of the Municipal Corporations /
of Delhi—that has been | gwomeee. XA PR
occupied and expanded upon . 4

______

without authorization. These = = , ; ~
settlements are thus frequently Figure 2. Precarious Settlements in Delhi

referred to as "encroachments" in official discourse. In Delhi, these are the slum kinds that
are most prevalent and well-known. The inhabitants dwell in improvised huts or shanties
made out of leftover materials. JJC tenants have the least stable housing conditions and are
most at risk of being demolished or evicted. Despite government entities making attempts
to enhance service in these communities, JJC residents do not clearly have a right to basic
amenities. The Delhi Urban Shelter Improvement Board (DUSIB), which oversees JICs,
published a set of statistics in 2014 based on a socioeconomic study conducted in each JJC
in Delhi, revealing 672 JJCs with 304,188 jhuggis, or around 10% of Delhi's population,
and 8.85 km? of land, or roughly 0.6% of Delhi's area (CPR, 2015).

2 Delhi Master Plan 2021, Delhi Development Authority - https://dda.gov.in/sites/default/files/Master-Plan-for-
Delhi-2021-(updated%2031.12.2020).pdf

3 Categorization of Settlements in Delhi, Centre for Policy Research (CPR), India, 2015 -
https://cprindia.org/wpcontent/uploads/2021/12/Categorisation-of-Settlement-in-Delhi.pdf
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2. Unauthorized Colonies: Unauthorized colonies are established either against Delhi's
Master Plans or on 'illegally' subdivided agricultural land. The literature on unauthorized
colonies identifies two characteristics that set them apart: first, these areas have been
"illegally" divided into plots; and second, the owners of plots in these settlements have
documents (typically in the form of a general power of attorney) that demonstrate some
form of tenure that may be characterized as "semi-legal". Four million people were living
in as many as 1639 unauthorized colonies (CPR, 2015). These settlements often lack proper
infrastructure and services, as they were established informally.

3.2. Spatial Patterns of Land Surface Temperature (LST)

The Land Surface Temperature (LST) in Delhi varies across different regions. The Northern,
Central, Eastern, and Southern areas experience cooler temperatures, while the Western and
Southwestern regions have higher temperatures. The extreme Southwest district's agricultural
region records the city's highest surface temperatures. The minimum LST and Maximum LST
are 23.3°C and 51.2°C. LST distribution variations are generally influenced by different Land
Use Land Cover (LULC) properties. Vegetation areas lead to lower surface temperatures,
generating a cooling effect in the urban microclimate, while concrete built-up areas contribute
to higher temperatures. The Yamuna River, passing through six districts, acts as a heat
moderator, recording temperatures of 23.3°C with maximum water depth, and up to 28 °C due
to water quality changes caused by solid waste and sand mixing.

Lakes and drains also play similar roles in moderating temperatures. A dense network of drains
crosses the city (Najafgarh Drain - the largest drain in Delhi), records a surface temperature of
27.2°C in the Southwest district, while it keeps on rising to about up to 40°C in nearby
agricultural fields. Natural vegetation and tree cover contribute to ecological balance by
enabling a cooling effect through evapotranspiration. The northern Delhi Ridge with moderate
vegetation ranges from 28°C to 30°C. Delhi is a mix of urban and rural areas. According to the
2011 census, 97% of the population is urban, with significant sections residing in rural-urban
fringe areas. The expansion of built-up areas in the city indicates an increase in urban
population and a shift of open areas and agricultural fields to the periphery. Concretized areas

in Delhi generally experience temperatures of 30-39°C, where the Delhi International Airport

is on the higher side. -

Areas with little

vegetation and  arid Dol india ¥ GhA /
terrain typically have _{-"'.-'
high  land  surface : 384
temperatures. The ¥ esomcommmier 5

¥ 4 ~§ d 4
‘\\ \
Narth DelfRidge 'y
2 8! [ o' ‘G
]

Yamuna River bank, Lard Sstace Teresane < =
rural regions in northern Moan- 200 Kprd 14 My 2022 \ et
and southern Delhi, and | vaie

P 5128

rural and agricultural
areas were all covered
with greenery in March,
keeping the temperature @

N 23.302

Scale: 1:300,000
of the ground there low

even as the air started to
blow hot. But because of
agricultural harvesting,
this area lost its green

UL Tkm
036 121824

Figure 3. Land Surface Temperature (LST) in Delhi
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cover in May, and the temperature of the ground there increased dramatically.

The land surface temperature (LST) of Sao Paulo, Brazil, displays prominent variations across
its diverse urban landscape. As one of the largest metropolises in South America, Sdo Paulo
experiences a pronounced Urban Heat Island (UHI) effect, primarily due to its extensive
concrete infrastructure. The LST ranges from a minimum of 14.79°C to a maximum of
50.20°C. Notably, the Eastern part of the city records higher LST values compared to the
surrounding regions, attributed to compact low-rise buildings and a lack of green cover. In
contrast, Central and South Sao Paulo exhibit relatively lower LST values, with high-rise
buildings interspersed with open spaces and green areas. Interestingly, the shadows cast by
these high-rise buildings also contribute to the cooling of the central part of the city.

There have been already efforts in place to counteract this heat buildup in the central part,
which includes government buildings featuring green infrastructures like green roofs. Areas
with more vegetation, parks, and open spaces tend to enjoy comparatively lower LST values,
providing localized cooling effects. The LST distribution in S&o Paulo is shaped by a complex
interplay of factors, including urbanization, land use patterns, and geographical features.
Understanding these patterns is crucial for effective urban planning and climate resilience
strategies amidst ongoing urban development and climate change challenges.

Value Y
P 50.2063
~
+ s 4,77
2 Scale: 1:300,000 Séo Paulo Spatial Reference ¥
Land Surface Temperature Name: WGS 1984 UTM Zone 23N
Day Time PCS: WGS 1984 UTM Zone 23N
Z ki GCS: GCS WGS 1084
* 036 121824 Mean - 14th & 22nd Feb 2022 Datum: WGS 1984

T T T T T T T
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Figure 4. Land Surface Temperature (LST) in Sdo Paulo

LST serves as a direct indicator of the thermal conditions experienced at the Earth's surface,
making it a key determinant of residents' exposure to elevated temperatures. Areas with higher
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LST values typically indicate hotter surface conditions, which can contribute to increased heat
exposure for nearby populations. The spatial distribution of LST across an urban area directly
influences the degree of heat exposure experienced by residents.

3.3. Land Use Land Cover

Land use and land cover play a pivotal role in influencing Urban Heat Exposure. The
composition of urban areas, characterized by various land uses such as residential, commercial,
industrial, and green spaces, significantly impacts local temperature patterns. Urban heat
islands (UHIs) often form in areas with extensive impervious surfaces like concrete and
asphalt, which absorb and radiate heat, leading to higher land surface temperatures (LST) (Oke,
1982). Conversely, the presence of vegetation, parks, and open spaces can mitigate LST by
providing shading and cooling effects through evapotranspiration (Liu et al., 2006).
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Figure 5. Land Use Land Cover - Sao Paulo & Delhi
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4. Results

The analysis of Sdo Paulo and Delhi
demonstrates  that while the
underlying factors driving Urban
Heat Exposure may differ in each
city, they share common outcomes.
In both cases, precarious
settlements exhibit higher exposure
to heat, highlighting the urgency of
addressing this issue from a holistic
perspective. The results of Sao
Paulo unveiled a stark reality where
precarious settlements experience
notably  higher land surface
temperatures (LST) compared to
formal residential areas.

In Sdo Paulo, Cortigos, which are
collective rental housing areas in
the city center, often have more
favorable locations and should
experience lower LST compared to
other densely populated areas, but it
still experiences the highest LST
(35.80°C).  Favelas, informal :, i
settlements at the city's peripheries, ~ Figure 6. LST & Precarious Settlements - Sao Paulo

. !
N ol o Oy N

also confront higher LST values (34.76°C) due to limited infrastructure, reduced vegetation,
and substandard housing conditions. Loteamentos, irregular subdivisions, vary in LST based
on their location and compliance with urban planning regulations, but the average LST is
(34.46°C). Nucleos, urbanized centers even with improved infrastructure has a higher LST of
35.11°C. Industrial areas interestingly has a comparatively lower LST of 32.54°C and

Commercial areas exhibits higher LST of 34.64°C.
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Figure 7. LST & Housing Types - Sao Paulo

Gated housing communities, characterized by controlled access and often lush landscaping,
tend to have lower LST values due to the presence of green spaces and well-planned layouts
that incorporate natural cooling elements. Social housing projects, designed to provide
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affordable housing solutions, display varying LST values based on factors such as location and
construction quality. The mean LST experienced by social housing is 33.99°C. Low-rise
horizontal housing experiences higher LST (34.97°C) due to a higher built-up area and ground
coverage. In contrast, high-rise vertical housing, while offering urban density advantages,
experiences a lower LST (31.02°C) due to the low ground coverage of buildings and more open
or green spaces. All the different types of Precarious Settlements in Sdo Paulo - Corticos,
Favelas, Loteamento, and Nucleo experience higher LST values. Chécaras, typically referring
to rural estates or small farms, are known for their lush greenery and experience the lowest
LST. Addressing urban heat vulnerability necessitates customized strategies for different
housing types, particularly in densely populated areas and informal settlements.

LST{(°C)

Commercial  Industrial Residential Cortico Favelas oteamento Nucleo Municipal Water Ecological
g

LAND USE

Figure 8. LST & Land Use - Sao Paulo

Municipal parks, water bodies, and ecological corridors contribute to cooling the urban
environment. These green spaces act as heat sinks, providing localized relief from high LST
values. The presence of such areas can significantly influence the thermal comfort of nearby
neighbourhoods. The relationship between LST and land use underscores the critical role of
urban planning, green infrastructure, and socioeconomic factors in shaping the thermal
landscape of the city. Addressing urban heat vulnerability requires targeted strategies tailored
to different land use types, with a focus on enhancing greenery and mitigating heat island
effects.

The analysis in Delhi unequivocally demonstrates that precarious settlements are exposed to
significantly higher land surface temperatures (LST), even though the highest LST values were
observed in the western part of the city, primarily due to the presence of barren agricultural
land post-harvest. This intriguing finding underscores the dual nature of the urban heat
challenge in Delhi. The relationship between Land Surface Temperature (LST) and land use in
Delhi is a multifaceted one that reflects the diverse urban landscape of the city. Commercial
(35.79°C) and industrial areas (36.38°C) tend to exhibit higher LST values due to factors such
as increased building density, extensive concrete surfaces, and heat generated from industrial
processes. Public semi-public zones, which often include Government buildings, open spaces
and parks, typically have lower LST values (33.86°C) as they provide greenery and shade,
contributing to local cooling. In residential areas, LST varies depending on the presence of
green spaces, building materials, and housing density. High-density residential areas with
limited vegetation experience elevated LST, while residential neighbourhoods with ample
greenery tend to be cooler. The average LST in Residential Areas is 34.42°C.
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Figure 9. LST & Precarious Settlements - Sdo Paulo
Unauthorized colonies and slums, which are often characterized by substandard housing and
limited access to amenities, faces higher LST values (35.90°C and 35.10°C) due to reduced
vegetation and building materials that retain heat. Water bodies, including rivers and lakes,
have a cooling effect on their surroundings, leading to lower LST values in these areas. They
act as heat sinks, absorbing and dissipating heat, thus providing localized cooling in the urban
environment.
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Figure 10. LST & Land Use - Delhi

5. Conclusions

The marginalized communities, characterized by inadequate infrastructure, limited resources,
and substandard living conditions, face a disproportionately elevated risk of Urban Heat
Exposure. The findings from this study not only confirm the hypothesis that precarious

197



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

settlements are more exposed to urban heat but also underscore the urgency of tailored
interventions.

This research has significance beyond academia. It strongly connects with urban planners,
policymakers, and researchers who are trying to create fairer cities. There is a need to come up
with specific plans that focus on the health and strength of the people most impacted by urban
heat problems. In the quest for cities that can handle climate change and remain sustainable,
this study shows why it's crucial to deal with the differences in how urban heat affects different
people. It's about making our cities fairer and more sustainable for the future.
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Abstract. The advance of remote sensing and geotechnologies has helped to
solve agricultural-related problems, especially those connected to management
practices as irrigation. Segmentation techniques, for example, bring the possi-
bility of identifying areas and borders of irrigated croplands, a factor that can
enhance area and yield estimates. In this area, a recent innovation is the Seg-
ment Anything Model (SAM) algorithm. Thus, this study aimed to compare SAM
with two segmentation algorithms, Region Growing and Baatz-Schape, for iden-
tifying irrigated croplands in the Brazilian semiarid region. Results show that
SAM has potential to generate homogeneous segments when analyzing irrigated
croplands but needs adjustments to separate crop fields with different crops.

1. Introduction

Agriculture as a means of economic development has been growing exponentially world-
wide. The Green Revolution brought technological innovations that allowed for the in-
tensification of agricultural practices (Ozdogan et al., 2010), with irrigation being the
most successful technology in bringing prosperity to the sector (Embrapa, 2004). Despite
providing greater stability for crops and favoring overall production, the growth of this
technique demands a large volume of clean water. Nowadays, irrigated agriculture rep-
resents over 70% of all water withdrawn from water resources (Cai & Rosegrant, 2002).
This percentage is even higher in developing countries like Brazil.

Agriculture is present in all of Brazilian territory, with the Midwest being the most
prominent region, where agribusiness occupies large monoculture estates. However, the
sector has been expanding to other regions in recent decades, mainly expanding to the
North and Northeast regions, where the drier climate leads to more pronounced droughts
and a greater risk of scarcity (Dias, 2016). The degradation of water resources due to
the accelerated pace of agricultural growth, associated with inadequate techniques and
poorly designed or poorly managed equipment, results in a lack of conservation of these
resources by the sector (Embrapa, 2004).

Therefore, monitoring these activities is of utmost importance to support decision-
makers in creating public policies capable of adapting agricultural production to a more
sustainable and responsible model. In this sense, remote sensing images offer tremendous
potential for monitoring irrigation due to the agility and practicality of the data, although
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detecting this target requires other knowledge, such as land use (Ozdogan et al., 2010).
The application of processing techniques to these images can allow targets to be easily
detected, facilitating their monitoring.

Segmentation can be defined as the division of an image into spatially homo-
geneous regions (segments), with the objective of distinguishing different land surfaces
based on one or more criteria (Kotaridis & Lazaridou, 2021). It is noteworthy that no
method is 100% effective in segment all the targets in a image, and because of that each
methodology should be used according to the desired application and approach. There-
fore, understanding the functioning of each technique allows for a more precise final
result.

Hence, the objective of this work is to compare three segmentation methods: the
Segment Anything Model (SAM) and two region-growing algorithms (by the traditional
method and Baatz & Chapman method), in two irrigated agricultural areas in northeastern
Brazil, using optical images from orbital level.

2. Material and methods
2.1. Study areas

The study areas were two agricultural regions located (i) next to the municipalities of
Juazeiro/BA and Petrolina/PE, and (ii) in Western Ceara (Figure 1). The main water
sources for irrigation management in both areas is the S3o Francisco River, a natural
border between Juazeiro and Petrolina, and the Jaburu I Dam, respectively.
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Figure 1. Agricultural areas studied.
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2.2. Orbital Data

The orbital data used involved images from the MultiSpectral Instrument (MSI) sensor
on board the Sentinel-2 (S2) platform of the Copernicus mission launched by the Euro-
pean Space Agency (ESA). S2/MSI has 13 bands: four with 10m of spatial resolution,
six with 20m, and three with 60m (ESA, 2023). We used a panchromatic composition
also provided by ESA and the green, red, and infrared spectral bands (3, 4, and 8, respec-
tively), all with 10m of spatial resolution. The panchromatic composition consists in the
combination of Red, Green, and Blue bands in one band, allowing for a greater spatial
resolution and a better identification of targets.

We selected one representative image for each study region. They were acquired
from the Copernicus spatial data system with processing level 2A (which means that im-
ages were atmospherically and geometrically corrected), by considering as a pre-requisite
the minimum cloud cover interference for each region from January 2019 to December
2021. For Juazeiro/Petrolina, tile T24MTA, the best image was from February 5, 2021,
with 30% of cloud cover interference. For Western Ceard, tile T24LUQ, December 14,
2021, with 10%.

After the selection of images, false-color compositions were made with bands 8
(Near-Infrared), 4 (Red), and 3 (Green) (RGB composition) to enhance vegetation detec-
tion (Shimabukuro et al, 1998). To reduce computational costs related to the segmentation
step, we cropped the images to the limits of each study area and subdivided each crop into
4 parts to perform the analysis more quickly. In addition to these steps, it was necessary
to transform each image to int8 to use SAM. This step is more detailed in section 2.2. For
the Region Growing and Baatz & Chapman segmentation methods, such transformation
was not necessary. The complete flowchart of the preprocessing steps can be observed in
Figure 2.

Y

J

Y

Figure 2. Phases of the pre-processing.

201



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

2.3. Segmentation

2.3.1. Segment Anything Model

The SAM algorithm, developed by Meta Al, is an advanced model of image segmentation
that aims to identify the objects of interest according to user prompts (Osco et al, 2023).
According to Kirilov et al. (2023), SAM is composed of three components: (i) Image
encoder; (ii) Prompt; and (iii) Fast Mask decoder. The image encoder has 632 million
parameters and works specifically with the image of interest, selected by the user. The
prompt and Mask Decoder have 4 million parameters that work by incorporating the im-
age encoding into the database to produce the final segmentation (mask). Figure 3 shows
the segmentation process of SAM.

Figure 3. Phases of the SAM’s processing, adapted from Kirilov et al. (2023).

For the segmentation of images using the SAM method, the Python program-
ming language was used in Google Collab. The script used was SAMGeo (Osco & Wu,
2023), which is an adaptation of SAM focused on the segmentation of geospatial images,
but it uses the same training images and masks as SAM. The approach used was “zero-
shot”, meaning that the algorithm will only rely on the input image without any prior
training samples (Sun et al., 2021). To achieve this, the default parameters were used:
model type="vit_h” and erosion_kernel=(3, 3), mask multiplier=255. In the model type
parameter, “vit_h” can be replaced with “vit_v” or "vit_tiny”, which, according to Wu &
Osco (2023), is related to the training database and will therefore affect the processing
time. For example, “vit_tiny” has approximately 40 Mb of images, while “vit_h” has 2.56
Gb. The database (SA-1B) of SAM has approximately 11 million images (public, private,
licentiate, and with high resolution), and more than 1,1 billion masks, and all of them are
used to segment efficiently the input images.

2.3.2. Region Growing

The Region Growing algorithm considers the minimum size of the segments and simi-
larity thresholds. Through an iterative process, the regions are segmented until all of the
cells have been analyzed. Bins et al. (1996) described four essential steps of the algo-
rithm: (i) segmentation of the entire image into pattern cells (seeds), (ii) comparison of
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the pattern cell with its neighboured cells, (iii) integration of those which are similar using
a similarity parameter, and (iv) repetition of this process to integrate all of the cells until
there’s none left.

The processing was performed via TerraView software, which considers the
region-growing segmentation technique. We used the same parameters for segmenting
each subdivision: 100 as the minimum size and 0.030 as the similarity threshold, with
all bands selected. Additionally, the vectorization option was chosen to generate a vector
layer. The results were combined in three verification steps to ensure that no information
from the overlaps was lost. Each segmented part was merged with the others, resulting in
the integrated segmentation of each study area.

2.3.3. Baatz & Schape Region Growing

The Baatz and Schape algorithm has the same principle as the traditional region-growing
algorithm and the one implemented by Bins et al. (1996) but considers both morpho-
logical and spectral attributes, which are considered spatial and spectral heterogeneity
(Equation 1).

f = wcolm'-Hcolm' + (1 - Wcolo7')~h5hape (1)

The function of merging (f), is defined by the weighted sum of the component of
the spectral heterogeneity (Hcolor) and the others related to morphological heterogeneity
(hshape).

The spectral heterogeneity (Equation 2) is the weighted sum of the standard de-
viation of the values of the pixels (Sigma N) that make up the segment. A weight is
associated with each spectral band given their relative importance in the sum (Omega N).

N
hcolor = Z wN.oN (2)

Shape heterogeneity (Equation 3) is the sum of compacity (ratio of the edge length
to the segment area) and smoothness (ratio of the edge length to the length of the minimum
involving rectangle).

hshape = Wcompact-hcompact + (1 - o‘)compact~hsmooth) (3)

To process the algorithm it was also used the TerraView software, and the parame-
ters were: 110 for minimum size, 0.9 for color weight, and 0.130 for similarity threshold.
For compacity weight, the values were 0.55 to band 0; 0,3333 to band 1, and 0,53333 to
band 2. Those parameters were adapted from Guarda et al. (2020).

2.4. Segmentation Evaluation with Intersection Over Union (IoU)

The metrics to evaluate segmentation can be quite visual and consequently not precise. A
metric to quantify machine learning models’ accuracy is through Intersection Over Union
(IoU).
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Intersect Over Union, also called Jaccard’s Index, is used to detect errors by cal-
culating the overlapping between a reference segment and a predicted segment. IoU is
given by the ratio of the reference segment and the predicted segment intersection for its
area of union (Equation 4 and Figure 4).
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Figure 4. Visualization of how Intersection over Union works.

Twenty crop fields with different shapes, colors and textures were selected arbi-
trarily, with the aim of choosing a set that was as representative as possible. Thus, the
crop field samples were selected by analyzing their distribution in the image and the rele-
vance and distinctiveness of the sample, in order to better evaluate the performance of the
algorithms. The 20 regions were created using the free Quantum GIS software and stored
in a single shapefile file for later comparison with the segmentation’s.

The IoU score goes from 0 to 1, in which 1 is the perfect match between the two
segments and 0 is no match between them.

3. Results
3.1. SAM’s Segmentation

The SAM algorithm considered mostly the shape parameters in the image segmentation.
Furthermore, SAM’s segmentation made a ’square’ in the center of each part of the image,
and interpreted all of the surroundings of the square both as a segment only and as little
fragments of segments (Figure 5). The square has no data assigned to it.

Figure 5. SAM’s Segmentation Square Split.
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Inside the squares, SAM segmented well the major stands, considering the fron-
tiers of the segment, although its inner segmentation didn’t identify important agricultural
patterns. Visual verification can be made by assessing frontiers if they are soft and contin-
uous. Quality segmentation has more integral areas with higher spatial continuity, which
simulates the ground reality. This evaluation shows that SAM has good results in making
continuous segments (Figure 6). Another way of verifying the segmentation is through
the geographical patterns in the image, which shows that SAM sub-segmented the areas
and didn’t represent all of the expected objects of the study’s phenomena.

Figure 6. Petrolina’s Area (A) and Western Ceara’s Area (B) with SAM algorithm.

In some regions of Juazeiro/Petrolina’s image, the segmentation afforded all of the
crop field segments but didn’t identify features inside of them. In Western Ceard, many
areas weren’t segmented, mostly those surrounded by forests, which shows that SAM
confused highly heterogeneous features.

3.2. Region Growing and Baatz-Schape segmentation

The traditional Region Growing algorithm (Figures 7 and 8) did show a way higher power
of identifying segments than SAM, probably due to the ease and convenience of testing
parameters before performing this segmentation in TerraView, an operation that is not
possible when using SAM. With the final parameters, most of the agricultural areas could
be identified. However, it caused super-segmentation.

Related to the traditional Region Growing algorithm, Baatz and Schape (Figure
8) was the one in which the most segments were identified. An explanation is the signifi-
cant influence of parameters related to spectral responses of targets in this segmentation,
causing small heterogeneity to be divided when they actually belong to the same segment.
Also, it was identified as a super-segmentation, too.

205



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

Figure 7. Petrolina’s Area (A) and Western Ceara’s Area (B) with Region Growning
segmentation.

Figure 8. Petrolina’s Area (A) and Western Ceara’s Area (B) with Baatz-Schape
segmentation.

For a numerical comparison, in Table 1 are the total numbers of the segments
produced by the three algorithms, as well as the percentage of the total of the segments
produced by each of the algorithms.
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Table 1. Number and percentage of segments generated by each algorithm.

Algorithm Petrolina Area | West Ceara Area | Percentage
SAM 11.561 5.279 46
Region Growing 103.125 53.042 40,8
Baatz-Schape 137.985 72015 546

3.3. Intersect Over Union Segmentation’s Comparison

The robust comparison between the segments can be done by the IoU method. Figures
9 and 10 show the area overall for all algorithms. For IoU on Western Ceard, SAM
highlighted in samples 6 and 20, having an overall of more than 0,9. Still, in samples 10,
11, and 12 it didn’t segment well the areas. It can be seen a relation between the area
of the sample and SAM’s segmentation, in which it mostly segmented the bigger area

samples.
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Figure 9. Intersection Over Union for Western Ceara.

The same happens for Juazeiro/Petrolina, where SAM highlighted the bigger areas
represented by samples 2, 8, and 13, while didn’t segment samples 15, 16, and 17.
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Figure 10. Intersection Over Union for Petrolina/Juazeiro.

4. Discussion

Although large areas were not segmented, SAM generated interesting homogeneous seg-
ments in the center pivot regions, despite not segmenting between crop fields, the entire
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edge of the pivot was delimited. There were some groups of crop fields that were seg-
mented efficiently, as can be seen in Figures 5 and 6, always generating large polygons.

Even when testing different parameters for the region growth methods, both gen-
erated over-segmentation (Figures 6, 7, 8). This is one of the great challenges in segment-
ing agricultural targets since these methods can identify variations in spectral response
within crop fields, but in order to identify the irrigated area it would be more interesting
to segment the entire crop field.

The number of growth segments per region was much higher than SAM, as can be
seen in Table 1, with Baatz-Schape having the highest number of segments in both study
areas.

Looking at Figures 9 and 10, we can infer that the area of the crop field is not
directly related to the quality of the segmentation. In both study areas, the SAM failed to
segment some regions, resulting in voids in samples between 9 and 11 in western Ceara
and between 15 and 17 in the Juazeiro/Petrolina region, for example. The highest IoU
values for the SAM occurred in the center pivot areas and large homogeneous crop fields.

5. Conclusions

From the tests carried out in this work, we can infer that the choice of the parameters
is crucial for all the algorithms, and the high computational cost of SAM segmentation
makes it difficult to adjust it for better results. Often, prioritizing a small target leads to
a loss of segmentation of larger targets. In addition, homogeneous targets are segmented
more efficiently than heterogeneous ones.

SAM was developed based on several images in the horizontal plane, lacking bet-
ter references for remote sensing images. Plugins have been developed to integrate the
SAM with GIS, which is an interesting alternative for reducing operating costs.

Some suggestions for future work are: comparing SAM with other segmenters;
using satellite images with other compositions; better spatial resolution; applying filters
to highlight the edges of objects; and exploring other parameters, such as the erosion
window.
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Abstract. LiDAR data offer new possibilities for obtaining geometric
parameters of forest areas, such as diameter at breast height (DBH), basal area,
height, volume, biomass, and carbon stock. In this context, Terrestrial Laser
Scanners (TLS) are highly accurate and can be used to obtain the shape of tree
trunks. In this study, the relationship between the circular model and the cross-
sectional shape of eucalyptus trees is investigated. Based on the proposed
method, the DBH estimated from TLS data showed Root Mean Square Error
(RMSE) of 1.3 cm, for trees with a cross-section considered circular. Although
the generalization of the circular model to the entire plot is acceptable, the
results showed that additional evaluations are needed for other more precise
applications, such as volume estimation.

1. Introduction

Terrestrial Laser Scanning (TLS) data have been gaining prominence in applications
related to the extraction of geometric parameters from trees, such as diameter at breast
height (DBH), basal area, height, and volume [Li et al. 2023], aiming at the quantification
of carbon stock [Qin et al. 2021] and biomass [Eto et al. 2020]. Previous studies have
established correlations between LiDAR (Light Detection and Ranging) point cloud
measurements and traditional measurement methods, indicating the potential of this
technology for highly accurate measurements [Muir et al. 2018]. In addition, LIDAR data
offer new possibilities for estimating variables that are difficult to quantify using
conventional techniques, such as the volume of living vegetation [Li and Liu 2019] and
the height of trees [Solares-Canal et al. 2023].

Extracting measurements from LiDAR data is typically based on the assumption that a
tree trunk can be modeled by a cylinder and that the cross-section at breast height is
shaped like a circle. In contrast, some studies have explored alternatives, such as the use
of parametric curves [Wang et al. 2017], ellipses [Bu e Wang 2016], polygons [Eto et al.
2020], and splines [Witzmann et al. 2022]. However, the selection of the most suitable
model depends on the individual characteristics of the samples, such as their completeness
and the presence of noise, as well as the tree species being measured.
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Considering the importance of estimating tree volume, biomass, and carbon stock,
accurate tree modeling using remote sensing data emerges as a feasible option. Eto et al.
(2020) and Witzmann et al. (2022) indicated that tree volume can be estimated by
integrating the basal areas of cross-sections along the trunk axis extracted from the
LiDAR data. These authors stated that the estimation of the basal area is a problematic
stage, since the eccentricity of the trunk can lead to volume estimation errors.

Our study investigates the hypothesis that cross-sectional modeling should be adapted to
the specific shape of each tree. In this sense, our analysis is based on the evaluation of the
roundness of the cross-section at breast height in Eucalyptus trees. In the proposed
strategy, the least squares method (LSM) was exploited to determine the DBH and the
central position of the trunk from the point cloud obtained by TLS. Additionally, the
roundness metric was employed to identify whether the circular model adequately
represents the shape of each tree. In the experiments, the results are compared with field
measurements to assess discrepancies between LiDAR data and field measurements.

2. Study Area and Data

The experiments were carried out in a study area on the UNESP campus at Presidente
Prudente — SP. The study area (Figure 1) includes 58 Eucalyptus spp. trees with varying
ages and trunk shapes. LIDAR data acquisition was performed in July 2023 using the
FARO Focus Premium laser scanner (FARO Technologies, Inc., USA). This LiDAR
system can scan objects at a range of up to 350 m, achieving an accuracy of + 1 mm for
distances between 10 and 25 m, assuming a white surface with 90% reflectivity. It
operates in the near-infrared spectral range (A = 1553.5 nm), emitting a beam with a
divergence of 0.3 mrad. The field of view covers 360° horizontally and 300° vertically,
with an angular precision of 19 arcsec. For data collection, we set up the scanner with a
resolution of 1/5 of the maximum possible (collecting up to 2 million pts/s) and a quality
of 4x to store the coordinates of the points.

To ensure comprehensive coverage, eight scanning stations were established and
distributed throughout the study area (Figure 1). In addition, special geometric targets
such as cubes, planes, and spheres were used to register the point clouds generated by
different scans in a local coordinate system. Data collection (all eight stations) lasted
approximately 1 hour. The registration step was performed manually using FARO Scene
software. In this study, the reference measurements of DBH were obtained through field
measurements with a tape measure (with a reading interval of 1 mm), at a height of 1.30 m
in relation to the ground.
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Figure 1 - Study area location at the Unesp campus(a) and point cloud colored according
to LiDAR intensity (b) (Top view). Red dots represent the positions of the eight scanning
stations.

3. Method

The proposed method consists of a semi-automatic strategy to calculate the DBH of
eucalyptus trees, as illustrated in the flowchart presented in Figure 2. The input data
corresponds to the terrestrial LIDAR point cloud, whereas the output data includes the
adjusted DBH and the planimetric position of the trunk center.
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Figure 2 - Flowchart of the method used to estimate the central position and DBH of
eucalyptus trees, considering the shape of the cross-section at breast height.

3.1 Stem Mapping

Firstly, the point cloud normalization was performed using the adaptive cloth simulation
ground filtering algorithm [Lin et al. 2021]. This algorithm improves the performance of
the original cloth simulation [Zhang et al. 2016] to produce a realistic DTM (Digital
Terrain Model) in areas with sparse point distribution along the ground. This step involves
segmenting the points corresponding to the ground and non-ground, followed by
subtracting the original point cloud from DTM. As a result, a normalized height point
cloud is derived, representing the point's elevation relative to the ground.

After normalizing the original point cloud, we cut out the region corresponding to the
breast height. To ensure that the points are sampled in all trees, we considered an interval
of 1 cm above and below breast height, i.e., 1.30 m = 1 cm. In this study area, there are
artificial objects typical of urban areas, such as lampposts and buildings. Thus, manual
filtering was performed to remove the points of these objects. Then, manual labeling was
performed, obtaining the cross-section of each tree individually.

213



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

3.2 DBH Estimation and Roundness Evaluation

The DBH and the central position of the trunks were determined by adjustment of indirect
observations. The general least squares technique was applied to handle observations and
parameters, which makes it possible to deal with correlated measurements, including
those of unequal precision [Mikhail and Gracie 1981, Gemael et al. 2015]. The underlying
mathematical model is based on the circle equation (Equation 1), which is defined with
three parameters (center coordinates (x., y.) and radius (7)) and observations (x; y:). In
our approach, the observations comprise the plane coordinates (x;, y;) of all points within
the cross-section at breast height.

Flxpy) = —x)* + (i —y)?>—r2=0 (1)

The mathematical model (Equation 1) is non-linear and, therefore, requires the
application of a linearization process based on series expansions. Taylor’s linearization
was adopted, consisting of zero-order and first-order terms. As initial parameters, the
centroid (xg, yo) calculated in Equation 2 was used for x., ., whereas the approximate
value of the radius (79) was obtained by calculating the maximum Euclidean distance
between the center (xg, yo) and the points in each cross section (Equation 3). The centroid
was estimated as the arithmetic mean of the coordinates of the cross-section points at the
height of the breast of each tree.

X0, Yo = <¥:¥> (2
10 =+ (i — x0)% + i — ¥0)? 3)

The unique solution to the parameters is estimated by considering the fundamental criteria
of the Least Squares Method (Equation 4), which states that the best estimate is consistent
with the model and it is as close as possible to the sample values of the observations,
considering their stochastic properties [Mikhail 1976, Gemael et al. 1995].

@ =VTWV — minimum, 4)

where I is the weight matrix of the observations and V is the vector of residuals.

We evaluated the shape of the cross-section of the trees using a roundness criterion. The
criterion is based on the difference between the distances from the estimated center and
the points in the cross-section. The minimum (7nix) and maximum (7m.) distances
between the estimated center (x.,y.) and the points on the cross-section were estimated to
determine whether the cross-section is circular, as illustrated in Figure 3(a).

Ideally, the difference between 7maxr and rmin for a perfect circle cross-section would be
zero. Assuming that the observations are affected by random errors, a roundness threshold
was set (fround). Then, if the roundness error (7max - ¥min) is less than t,ouna, the investigated
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section is considered a circle; otherwise, it indicates that the shape of the tree section
under analysis cannot be considered a circle.

Figure 3(b) illustrates the roundness threshold (fround), as well as the minimum and
maximum radius of the circles associated with 7a and #in, respectively. In this study,
we adopted toua = 6 cm to distinguish trees with circular cross-sections from those with
other shapes. The selection of the threshold was based on visual analysis after some
experiments. This roundness assessment is also relevant in other areas of engineering,
such as mechanics and robotics, where the studies determine the regularity of industrially
produced parts [Sui and Zhang 2012, Jiang et al. 2022].

(a) (b)

Figure 3 — Diagram of roundness principle for one cross-section, showing rmin, Fmax and

tround.

3.3 Evaluation

To evaluate the accuracy of the DBH derived from the LiDAR point cloud obtained by
TLS, we compared it with manual field measurements. The reference diameters, obtained
from the lengths measured using a tape measure, were used for this comparison. The
diameter error (0) was calculated as the absolute difference between the estimated
diameter and the reference diameter. The bias was obtained as the mean of the differences,
and accuracy was determined by the RMSE (Root Mean Square Error). In addition, a
linear regression was calculated to compare the estimated diameters with the
corresponding reference diameters. It is worth noting that these evaluation metrics are
commonly used in the scientific literature.

4. Results

Table 1 shows the metrics used to evaluate the DBH obtained with the proposed strategy
for the selected study area. This assessment classifies trees into two categories: those with
circular shape, and those with other shapes, according to the roundness assessment. This
table shows the number of trees accepted and rejected in this analysis, the bias, the
maximum discrepancy between the estimated DBH and the reference value, the RMSE
and coefficient of determination (R?). In addition, Figure 4 illustrates the linear regression
by comparing the estimated and field measurements, whereas Figure 5 illustrates some
cross-sections that were rejected in the roundness assessment.
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Table 1 — Summary of DBH estimation metrics with roundness evaluation (#oune = 6 cm).

N° trees Bias (cm) Max J (cm) RMSE (cm) R?
TLS (RE — Accept) 32 0.8 3.93 1.3 0.995
TLS (RE — Reject) 26 2.2 12.1 3.5 0.956
RE — Roundness Evaluation.
(a) 80 (b) 90
70 80 o’
[ ]
= =170 ® .9
g 60 = )
e © RPN o
= 50 g o °
Q (] A 50 ®
240 o A So o
& Qo §o; 40 ® 0
< <
g% d £30 °
R ° -
LTVJ) 20 f [_zv_]) 20 ° o
o © y =0.974x +0.2503 10 y= 0ﬁ29550’(9-5%21 98
0 R2=0.995 0 e
0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90
Reference DBH (cm) Reference DBH (cm)

Figure 4 - Linear regressions between estimated and reference diameters: (a) for trees
accepted in the roundness test and (b) trees rejected in the evaluation.
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5. Discussion

The results shown in Table 1 indicate that the parameters estimated by TLS data are
consistent with those acquired by the traditional method, in this case, tape measure. This
is evidenced by a low RMSE and a high R? both for accepted and rejected cross-sections.
These results corroborate previous studies that also used LiDAR data to measure
dendrometric variables [Koren et al. 2017].

When evaluating the roundness of the trees to determine their suitability for the model,
an RMSE of 1.3 cm was observed for the accepted trees and an RMSE of 3.5 cm for those
that were rejected. In addition, the R? was 0.995 for accepted trees and 0.956 for rejected
ones. These results suggest that generalizing the cross-section as a circle may be valid in
some circumstances, as it has a similar quality to traditional techniques. However, the
evaluation of the cross-section shape allows for more accurate results, which can benefit
forest inventories and multi-temporal evaluations, for example.

In Figure 5, it is possible to observe that some cross-sections (ID 45, 47, and 50), which
appeared to have circular shapes, were rejected. This is likely due to errors caused by
multipath effects and noises from bark, branches and leaves near eucalyptus trunks. These
noises affected the 7, and rin values, resulting in differences greater than the established
threshold. Thus, the indications of these problematic cases are important for the adoption
of strategies to deal with these specific cross-sections, i.e., cross-sections with non-
circular shapes.

In this study, we only evaluated the cross-section at the breast height. However, the results
indicated that the evaluation of the cross-section shape may be important for the
estimation of other parameters, such as volume, since this parameter can be calculated as
the sum of the basal area of multiples cross-sections, and errors in cross-section shape
modeling propagate to the final value [Witzmann et al. 2022].

Although we have not investigated the relationship between tree position and trunk shape,
it is important to note that this information can be easily obtained by TLS data and
correlated with other variables such as tree spacing, presence of chemical elements in the
soil, availability of light and water, exposure to wind, soil fertility [Plomion et al. 2001,
Wang et al. 2017], among other variables.

6. Conclusions

In this work, we estimated the DBH and the central position of a group of eucalyptus trees
using LIDAR data obtained by a TLS. The generalized least squares method and the
mathematical model of the circle equation were used to calculate these parameters. The
experiments evaluated the suitability of the model for the cross-section of the trees using
roundness analysis. This evaluation indicated that, even for trees whose cross-sections do
not resemble the shape of a circle, RMSE and DBH bias values were low compared to
traditional techniques. However, the results suggest that this evaluation may be important
for accurate acquisition of other parameters, such as volume, since estimation errors can
propagate. In future research, it is suggested to examine the influence of error propagation
and propose an automatic method to accurately model the cross-section shape of trees
with highly eccentric trunks.
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Abstract. Cities can be viewed as complex systems from which different aspects
are fundamental to describe the driving dynamic of their individuals. From high
resolution data it is possible to derive computational models to characterize the
complex organization of urban space, helping the definition of public policies
for the collective good. This work presents an investigation of the role of social,
economic and geographic aspects on the individuals’ visitation to a set of loca-
tions. Based on Call Detail Records (CDR) data from four mid-sized Brazilian
cities, we propose a data-centered methodology to show clear visitation patterns
and its strong relation between social, economic and geographic aspects of how
individuals use the urban space.

1. Introduction

Population growth in urban areas has imposed great challenges for city planners and
policy makers in recent years. In Brazil, in the last years, the growth of medium
sized cities have been superior to large sized ones. This pattern has now been ver-
ified over the last decades and is also been reported in other developing countries.
Brazil shows huge economic inequalities and social problems which are in turn af-
fected by the accelerated growth of cities without a proper planning. The understand-
ing of processes that produce segregation in cities and the study of its scaling effects
is fundamental to better plan and propose adequate public policies to mitigate severe
social imbalances [LLenormand and Ramasco 2016, Sarkar et al. 2016, Farber et al. 2015,
Feitosa et al. 2021, Carvalho and Netto 2023].

Many studies have been carried out to understand the laws associated to the
properties and dynamics of urban centers [Garreton and Sanchez 2016, Farber et al. 2015,
Barbosa et al. 2021]. Spatio-temporal distribution of individuals in a territory is not uni-
form and as cities grow they become more diverse and sometimes less integrated. This
can reflect great inequalities, which may come about is a result of the combination of fac-
tors such as the residence location and the work place, the transportation system infras-
tructure, daily mobility and urban planning [Sarkar et al. 2016]. This conjunction of fac-
tors has contributed to make cities unequal and segregated [Garreton and Sdnchez 2016,
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Lenormand et al. 2020, Feitosa et al. 2021]. However, segregation, while easy to observe,
is often difficult to quantify, given the complexity of urban system.

Computational models capable of integrating and processing data from mul-
tiple sources can help to characterize the geographical and socioeconomic organi-
zation of the population with high resolution and applicability in practical contexts
[Blondel et al. 2015, Gonzalez et al. 2008]. Alternatively to the use of direct surveys
[Farber et al. 2015], new technologies for storing and processing large volumes of geo-
referenced data have allowed the information collected in real-time to be used for the
development of innovative solutions for cities based on data. This often involves de de-
velopment of algorithms and methodologies that are still the focus of research in many ar-
eas [Alessandretti et al. 2017, Lenormand and Ramasco 2016]. Although these databases
may raise a number of issues related to privacy, they constitute an undeniable source of
information for understanding spatial phenomena in an unprecedented way. Particularly,
this kind of data has been used to detect the most visited places by a single individual or a
group and combine it with socio-demographical variables in order to study the distribution
of wealth in a territory [Alessandretti et al. 2017, Alessandretti et al. 2018, Fan et al. ].

The modeling of the urban system in this work is based on Call Detail Records
(CDR), usually stored by mobile phone providers to identify the antennas on which calls
are made and proceed with proper charging. The urban complexity is represented under
different perspectives. The social perspective reveals how pairs of individuals interact; the
urban visitation perspective reveals the way individuals interact with the urban space; the
economic perspective allows the discovery of patterns shared by individuals with similar
incomes; and the geographic perspective allows the identification of invisible borders
within the cities that define the spatio-temporal usage of urban infrastructure across the
city.

This study is motivated by the following research question: What is the role of
social, economic and geographic aspects in the patterns of individuals’ visitations across
urban spaces? To tackle this main driving question, we further refine it in two research
questions (RQs): RQ1 - Is there any relationship between different urban properties (i.e.
social, economic and geographic) and the way individuals use the urban space? RQ2
- Can we generalize the observed patterns of individuals’ urban use to different cities?
We aim to contribute to the study of the dynamics in urban spaces at an individual level,
by analyzing CDR data of four medium-sized cities in Brazil (Sdo Bernardo do Campo,
Uberlancia, Niter6i and Macapd), which allows us to model social, visitation and resi-
dence dimensions, and Census data from Instituto Brasileiro de Geografia e Estatistica
(IBGE), which allows us to model the economic dimension.

The remainder of the work is organized as follows. Section 2 addresses some re-
lated works. The methodology is presented in Section 3. Section 4 shows the experiments
conducted in this work. Finally, in Section 5 some conclusions and future directions are
presented.

2. Related work

Several works in the literature aim to investigate the urban complex systems from so-
cial, geographic and economic aspects considering large-scale data. The seminal work
of [Bettencourt 2013] shows a theoretical framework to describe a set of interdependent
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properties of cities and their relation to the scales of cities. From an individual perspec-
tive, the work of [Gonzalez et al. 2008] aims to describe the trajectories of individuals
in cities in order to understand their temporal and spatial regularities from mobile phone
data. [Aquino et al. 2013] proposes a method to identify categories of individual trajec-
tories that deviate from an expected pattern, assigning semantic meaning to them. More
recently, [Barbosa et al. 2021] analyzed mobile phone data in order to understand the re-
lationship between socioeconomic status and mobility. The authors find different regimes
of human mobility associated to their income and conclude that this inequality is caused
by distinct accessibility to transport infrastructure lead.

Considering a predictability perspective, the work of [Pacheco et al. 2022] shows
that human mobility is partially explained by the time of the week, delving deeper in
some considerations raised in the seminal work of [Song et al. 2010], which identifies
limits of predictability in human behavior in cities based on the entropy of individ-
uals’ visitations. Many works that aim at capturing and modeling spacial and tem-
poral individual aspects ignore aspects related to social relations, which can signifi-
cantly improve our understanding on how individuals use the urban space, as pointed
out by authors like [Grabowicz et al. 2014, Cornacchia et al. 2020, Toole et al. 2015,
Carvalho and Netto 2023]. The work of [Stich et al. 2022] tracks the location of the mo-
bile phones of hundreds of students and find that social features are the most important
ones to predict encounters. The work of [Toole et al. 2015] also considers mobile phone
data in different cities and shows that phone calls, modeled as a proxy of social inter-
actions, are very linked to the way individuals use the urban space. Based on this ob-
servation, the authors propose a theoretical model to describe individual visitation in a
city. This work is closely related to the present work and serves as the main base for the
methodology here proposed.

3. Material and methods

The methodology proposed in this work can be divided into a number of steps that are
described in this section. First, the CDR raw dataset is pre-processed and the phone calls
are grouped by the caller individuals, keeping track of the receivers, the date and time of
each call and the location of the antenna that has processed the call. The residence of each
individual is then inferred based on the time of the day that the phone calls were made
and an economic class is assigned based on information from Census data. The social
relations are modeled as a social network based on the caller/receiver information of the
phone calls. The economic, geographic and social dimensions of the individuals are then
considered while comparing visitation patterns based on the location where phone calls
were made.

3.1. Dataset overview

Call Detail Records (CDR) from four small- to mid-sized cities were considered coming
from different regions in Brazil: Sdo Bernardo do Campo, Uberlandia, Niterdi, Macapa.
The data consists of 30 day records from a major mobile phone carrier and ranges from
march, 2013 to april, 2013 (Table 1) !. The population sizes are from the recent 2022

IThe data was obtained as part of a research project with a telephone carrier which, due to contractual
terms, cannot be revealed. The raw data cannot be published with individual user information either, but
only in aggregate format, as in [Chaves et al. 2023].
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national Census by the Instituto Brasileiro de Geografia e Estatistica (IBGE).

Table 1. Basic description of the dataset: Pupulation, number of calls, number of
individuals, number of antennas and market share.

Population  #individuals # antennas Market share

S.B.do Campo 810,729 450,808 59 14%
Uberlandia 713,232 386,220 57 24%
Niter6i 481,758 1,696,940 71 16%

Macapa 442,933 606,978 16 12%

We also consider two other datasets in the methodology proposed in this work,
both generated and made available by IBGE 2: the 2010 populational Census and the
territorial Census meshes.

3.2. Residence inference

The mobile phone data considered in this work imposes a significant limitation to the
proposed methodology in this work since the users are anonymized and no information is
available regarding their residences. In order to circumvent this issue, we rely in method-
ological steps for identifying where users live, i.e., estimating their residences. Consider-
ing a classification proposed by [Vanhoof et al. 2018], we followed simple decision rules
for single-step home detection: for each individual that has at least 5 and at most 50 calls
in 7 distinct days, we considered as a residence a place where more than 50% of the calls
were originated on Sundays or from 7PM to 6AM in the rest of the week.

From the original CDR dataset, covering the four cities studied in this work, users
from which the residences could not be presumed were removed, as described by Table 2.

Table 2. Number of individuals in the original dataset and individuals with pre-
sumed residence.

Original  After inference

S.B.do Campo 450,808 227,217
Uberlandia 386,220 221,158
Niteréi 1,696,940 578,842

Macapa 606,978 277,612

3.3. Economic class inference

After identifying the location of residence of individuals — when possible —, we are able
to assign an economic classification by combining CDR data to the populational Census.
For each Census tract in a region, we identify the location of the antenna that is the closest
to its centroid and, then, we aggregate the Census tracts by their closest antenna. Each
antenna is thus associated with the mean income of its aggregated set of Census tracts.
An economic classification is then assigned to each location, considering the economic
classification adopted by IBGE, ranging from Class 1 (lowest income class) to Class 7
(highest income class).

http://www.ibge.gov.br
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Figure 1 shows the maps of the four studied regions. The colors represent the
economic class assigned for each Census location. The red dots indicate the position of
each antenna from which phone calls are made.

Figure 1. Economic classes inferred for each region: blue = class 1; orange =
class 2; green = class 3; red = class 4; purple = class 5; brown = class 6; pink =
class 7. Red dots indicate unique position of the antennas.

(c) Niterdi (d) Macapd

An economic class is then assigned to each individual based on the location of
their residence and the economic classification of that location. It is important to notice
that only individuals with presumed residence are able to be assigned to an economic
class, considering the proposed methodology.

3.4. Social networks

The CDR data, which describe phone calls between individuals in each city, can be mod-
eled as a communication network, where nodes represent individuals and an edge con-
nects a pair of individuals who were involved in the same phone call. Here we consider,
as many works in the literature [Onnela et al. 2007, Toole et al. 2015], the communica-
tion network as a proxy of the social relations between those individuals. In this sense,
the social complex system in each city is represented as a social network G¢ = (V¢ E°),
where v; € V° are the nodes that represent individuals who have made phone calls origi-
nated in the respective city (or answered phone calls performed by those individuals) and
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a directed edge (v;,v;) € E° connects an individual v; who have called v;. ¢ € Cis a
city from the set of cities C. The edges (v;, v;) are weighted by the number of phone calls
from v; to v;. In this work, the direction of the edges are dropped and the weights of the
resulting undirected edges (v;, v;) are the sum of the weight of (v;, v;) and (v;, v;).

In the various works that aim to model social systems from communication data
using CDRs [Onnela et al. 2007, Blondel et al. 2015], one of the main concerns is to as-
sure that relations that clearly do not capture interactions between people are filtered out
from the social networks. In this sense, based on results from the works of Robin Dunbar
[Mac Carron et al. 2016], more specifically the well-known Dunbar number, we elimi-
nate from the social network nodes that represent individuals with more than 150 social
relations, which could indicate call centers or phone extensions. We also eliminate edges
between nodes that represent users with less than three phone calls in the whole period
and with a total duration of less than 30 seconds, avoiding representing mistake phone
calls and sporadic interactions.

Figure 2 shows the complementary cumulative distribution function (CCDF) of
the weighted degree distribution of the social network modeled for each city after applying
the filtering steps previously described. The distributions are stratified by the economic
classes inferred for each individual, applying the methodology described in Section 3.3.

Figure 2. Complementary cumulative distribution function (CCDF) of the
weighted degree distribution of the social network modeled for each city strat-
ified by the economic classes.
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3.5. Visitation similarity

Each node v;, associated with an individual i is assigned to a visitation vector T?, of size
n¢, ., where n’} is the number of unique locations of antennas in the city c. Each element
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T} of a visitation vector stores the number of phone calls made that the individual i has
made using the antenna placed at the location k, considering the dataset of the city c. The
visitation vector considered in this work is based on the definition of the location matrix
proposed by [Toole et al. 2015] and, actually contains the number of times each antenna
has been activated by the phone calls performed by its respective individual. However, as
in many other works ([Toole et al. 2015, Onnela et al. 2007, Lenormand et al. 2020]), we
here assume that the activation of an antenna located at the position k by a phone call of
individual ¢ can be used as a proxy of the visitation of ¢ to the location k. In this sense,
each visitation vector 7" represents the frequency of visitations of 4 to particular locations
in the city c.

From the definition of the visitation vectors, it is possible to compare the vectors
associated to distinct individuals ¢ and j in order to investigate the similarities between
their visitation in a city. As proposed in by [Toole et al. 2015], the similarity between the
visitation vectors of two individuals 7 and j in a city A is calculated based on the cosine of
the angle between the vectors 7" and 7V in the nj,,,-dimensional space cosf;,; = -
Cosine similarity is a very appropriate similarity measure for the visitation vectors when
compared to other measures, since it does not consider the magnitude of the vectors, thus,
ignoring the differences in the number of individuals’ phone calls. Moreover, it is not
affected by empty positions in the vectors, keeping the analysis concentrated only in the
visited locations.

4. Results

After applying the methodology described in Section 3 to the CDR data, as described
in Section 3.1, a set of experiment were conducted in order to answer our main driving
question: What is the role of social, economic and geographic aspects in the patterns of
individuals’ visitations in urban spaces?.

First, we divided the individuals considering their economic class, inferred as de-
scribed in Section 3.3, and investigated how the similarity of their visitation vectors (as
defined in Section 3.5) vary as a function of the similarity classes considered. Figure 3
shows a heatmap in which each cell represents the mean similarity of all individuals of
the economic class in the vertical axis versus a sample of 1000 random individuals in the
horizontal axis. The null hypothesis for the results displayed in Figure 3, if individuals’
visitations are not affected by their economic classes, is that the classxclass similarity is
equally distributed across the different classes. However, the heatmaps in Figure 3 show
a clear distinction between intra-class and inter-class similarity, suggesting a strong effect
of the economic perspective in how individuals use the urban space, and helping us to bet-
ter understand RQ1 (Is there a relation between different properties (social, economic and
geographic) and the way individuals use the urban space?). In this sense, it is also possible
to see that the intra-similarity is more diluted when intermediate classes are considered
and that the intra-similarity is particularly high for individuals in class 1, generalizing this
observation across the cities (RQ2).

Going further in the investigation of our main research question, we tested the
economic and geographic dimensions of individuals as a function of their social relations.
In order to do this, we defined a rank of friends for each individual based on the number of
calls. The top-ranked friend in an individual’s rank is that one that she has called the most

226



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

Figure 3. Heatmap of the mean visitation similarity considering the combination
of each economic class.
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and this rank decreases with the position in the ordered connections for an individual. Fig-
ure 4 shows the mean visitation similarity of individuals in the top positions of the rank
of friends, calculated for all individuals in the dataset (red lines). The rank of friends was
also calculated for individuals after discriminating their economic and geographic classes.
Green solid(dashed) lines show the mean similarity of the ranked friends considering only
the connections that involve individuals assigned with equal(distinct) economic class. The
rank of friends for intra and inter geographic class (blue solid and dashed lines, respec-
tively) are analogous to the rank for economic class. Individuals intra(inter) geographic
class groups are those assigned to equal(distinct) residence location. For all the cities
in our study, it is possible to observe that individuals intra geographic class are clearly
more similar, corroborating previous studies, such as [Feitosa et al. 2021], followed by
individuals intra economic class. Individuals inter geographic and economic class are
notably less similar. Additionally to the results in Figure 3, this distinction shows that
economic and geographic dimensions play an important role in the way individuals use
the urban space, even when the intra-class curves are compared to the curve consider-
ing all individuals in the dataset. Without losing track of the fact that all individuals
involved in the experiment depicted in Figure 4 are connected in the social network, it
is interesting to notice that, when all individuals are considered, the social aspect, repre-
sented by the rank of friends affect the similarity directly affect the visitation similarity
(individuals that share a stronger social connection are more similar and this similarity
decreases with the connection strength), corroborating what is observed in other studies
[Toole et al. 2015]. However, the results displayed in Figure 4 show that the social rank
alone (red line) misses important information regarding individuals’ similarity. When
a pair of individuals is socially connected and share a same aspect — economic or geo-
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Figure 4. Mean visitation similarity of friends ranked by the number of calls con-
sidering different groups: same economic class (blue solid); different economic
class (blue dashed); same geographic class (green solid); different geographic
class (green dashed); and all friends (red solid).
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graphic —, the visitation similarity tends to be very high and the position in the rank loses
relevance. Thus, the slope of the curve that is defined by the rank of all friends can be
much better explained by individuals that do not share economic and geographic aspects
than by individuals that do share.

In an attempt to depict the role of each aspect in isolation, Figure 5 shows the mean
visitation similarity, from each individual a in the dataset, 1000 random individuals b, dis-
tinguinshing those with distance 0, 1, 2 and three, considering social (red bars), economic
(blue bars) and geographic (green bars) dimensions. The economic distance between two
individuals a and b is simply calculated as the difference between their economic classes.
The values calculated for the economic distances are ordered and the distribution of the
distances is considered in order to define the geographic distance. After calculating the
geodesic distance between each pair of individuals @ and b, the resulting geographic dis-
tance is calculated concerning the distribution of economic classes. I.e, considering an
specific individual a, the number of individuals b with each distance in the economic
aspect is the same in the geographic aspect. The social distance between a and b is cal-
culated as the number of hops in the social networks from a to reach b. In order to keep
consistency between all the distances considered, if b is in the neighborhood of a, regard-
ing the social network, we consider that the distance between @ and b is 0. From a social
perspective, it is important to notice from Figure 5 that the visitation pattern of an indi-
vidual a is affected by another individual b even if they do not keep social relations in the
social network. From all the perspectives studied, the more distant two individuals a and
b are, the less similar are their visitation vectors. However, for economic and geographic
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Figure 5. Mean visitation similarity for individuals with different distances from a
central one considering social, economic and geographic dimension.
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dimensions, the similarity shows a significant decrease from distance O to distance 1 and
then it seems to significantly lose relevance with greater distances (1 — 2 and 2 — 3).
Economic and geographic similarities are very related to visitation similarity, however,
the social aspect is particularly important to define the similarity of the visitation pattern
between two individuals, what lets us to advance in understanding RQ1 (Is there a relation
between different properties (social, economic and geographic) and the way individuals
use the urban space?).

5. Conclusions and future works

This work investigates how individuals visit a set of locations considering social, eco-
nomic and geographic aspects. Based on Call Detail Records (CDR) data from four
Brazilian cities (Sao Bernardo do Campo, Uberlandia, Niteréi and Macapd), a methodol-
ogy is proposed in order to investigate a driving main research question: What is the role
of social, economic and geographic aspects in the patterns of individuals’ visitations in
urban spaces?

The experiments conducted show that individuals that are socially related, reside
in the same location or share the same economic class have a clearly more similar visita-
tion pattern, shedding a light to our RQ1 (Is there a relation between different properties
(social, economic and geographic) and the way individuals use the urban space?). We
also observe that individuals with the same economic and geographic classes show very
similar visitation patterns, and for those individuals, the relevance of the social aspect
is notably reduced. However, when the three aspects (social, geographic and economic)
are investigated in isolation, it is possible to conclude that the social dimension is clearly
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related to the visitation pattern and the topology of the social network plays a role in the
similarity upon 3 hops of separation between individuals.

The results obtained in this work show that clear patterns can be observed to all
the studied cities, helping us to answer our RQ2 (Can the patterns of individuals’ urban
use be generalized across different cities?) and providing an important baseline for the
search of universal rules that describe the behavior of individuals in a greater set of cities.
In this sense, it is important to highlight the limitations of this work regarding the cities
in the experimental setup. Only four mid-sized cities were investigated and, in order to
identify more general patterns, especially regarding scaling factors, a wider set of cities
must be considered in future works.

Other limitations of this work are imposed by the data in which it is based. The
social network is based only on phone calls and, in future works, social information from
other sources could be used to provide a richer view of the relations. The CDR dataset
also impose a limitation regarding the identification of individuals’ residence and, con-
sequently, the assignment of economic classes, which could be deeply improved with a
more fine grained dataset.
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Abstract. This paper reveals the largest blowdown disturbance monitored by
remote sensing image analysis (around 5-6° ha). The study is centered in the
heart of the Pacdas Novos National Park and the Uru-Eu-Wau-Wau
Indigenous Land. The origin of this blowdown disturbance was caused by the
advance of a cold snap on 31/10/2022, and the cold snap coupled with fresh
gusts of wind in the days that followed. NDVI and DETEX techniques were
applied to map the canopy gaps and the trunk and leaf mixture at the pixel
level. We highlight that both processing chains were computed using the
appropriate functions in Google Earth Engine platform - GEE. To DETEX
6,302 ha of affected areas was detected and to NDVI 5,536 ha. The results
showed that both methods detected similar size and geometric features and,
less sensitive to detect single large gaps and fan-shaped aggregations canopy
classes.

1. Introduction

Extreme events involving the occurrence of strong winds leading to the felling of
trees in substantial forested areas (on the order of square kilometers) have been reported
in the literature and have been designated as “blowdowns”. In summary, blowdown is
linked to convective storms, which occur when atmospheric conditions trigger the
descent of an air mass due to cooling caused by the evaporation of diverse precipitation
particles [Ping et al 2023]. Climate change can make this scenario worse due to the
increased likelihood of windstorms.

Generally, it’s an air mass that ascended within the storm and was subsequently
propelled by high-altitude winds. This results in an acceleration surge due to the
plummeting raindrops, causing the air mass to descend rapidly and culminate in a
highly impactful atmospheric disturbance.

In the Amazon biome, the consequences range from changes in the canopy to
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effective degradation of the forest. As Guimardes (2007) explains, this climatic
phenomenon is still poorly understood in tropical rainforests, which does not prevent its
damage from assuming large extensions with considerable frequency. Being able to
identify, predict, and, most importantly, quantify the damages resulting from a
blowdown is a necessity for science to achieve more reliable scenarios regarding
emissions as well as carbon stocks in the forest. For monitoring and enforcement
agencies, it presents an opportunity to enhance land observation mechanisms aimed at
detecting forest changes.

Quantifying the intensity of blowdowns and subsequent forest recovery has been
an important topic in wind disturbance studies. Before the use of remote sensing, most
studies on forest disturbance damage were based on traditional repeated field surveys. In
terms of remote sensing applied, Nelson et al (1994) used Landsat images to map
around 330 events between 1988 and 1991, with areas ranging from approximately 30
to 3400 hectares. Espirito-Santo et al. (2014) found that large blowdown disturbances
are concentrated in the western Brazilian Amazon, with the frequency of large
blowdowns being 12 times higher west of 58° W compared to the east.

Espirito-Santo et al (2014) also suggest the identification of smaller blowdowns
(between 5-30 ha) in central Amazonia in 2000. This same study confirms that such
events are clearly associated with areas of strong convective activity, with a high
concentration of detected events to the west of longitude 58° W (fig. 1). In a more recent
study (2015) based on digital processing techniques of satellite images of medium
spatial resolution such as the spectral mixture model (MLME) was found occurrence of
blowdowns in Mato Grosso (37 registers) and Para (24 registers), intensifying during the
month of October, representing about 62% of the mappings.

With high spatial resolution sensors, Ping et al. (2023) applied spectral mixture
analysis in Landsat-8 and PlanetScope NICFI satellite imagery. The results showed that
PlanetScope NICFI data provided more regular and higher-spatial-resolution
observations of blowdown areas than Landsat-8, allowing for more accurate
characterization of post-disturbance vegetation recovery. Considering this brief state of
art, we can highlight the range of damaged area, specially the maximum value (3400
ha).

A report from ICMBIO to Censipam related a blowdown disturbance occurred in
the Pacdas Novos National Park (PARNA) and the Uru-Eu-Wau-Wau Indigenous Land,
that resulted in an degradation area of at least 10,000 hectares, according to ICMBio.
This approximate calculation revealed that this occurrence can be the largest blowdown
that can be detected by remote sensing, thus needing to be complemented by image
analysis that clearly shows the actual points of forest degradation, as well as some
qualitative aspects using decameter-resolution satellites.

Thus, the purpose of this paper is to apply and evaluate the remote sensing image
analysis to know what the forestry area damaged size. It is emphasized that, in
discussions with the stakeholders, this paper seeks to jointly disclose this type of natural
phenomenon to the civil society, given that: (1) the affected area may be the largest ever
recorded; (2) Phenomena of this nature may be linked to recent climate change; and (3)
These are areas with illegal deforestation, so such a phenomenon can skew
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satellite-based deforestation alerts.
2. Methodology

2.1. Meteorological conditions linked to the largest blowdown disturbance

To better understand the meteorological conditions that raised this disturbance recovery
the Censipam Meteorological Coordination - COMET carried out an explanatory note.
The atmospheric conditions were divided into two phases: (1) the advance of a cold
snap on 31/10/2022, and; (2) the cold snap coupled with fresh gusts of wind in the days
that followed.

On October 31, 2022, the nearest meteorological ground station, situated in
Costa Marques, recorded the advance of a cold air mass moving into the state of
Rond6nia. This resulted in a significant temperature drop of approximately 14.5°C
between 3 PM and 4 PM. The maximum temperature plummeted from 34.5°C to 20°C,
experiencing a sudden and sharp decline. The interaction between the cold, dry air mass
and the warm climate created a noticeable thermal gradient, ultimately leading to highly
windy conditions over the next 12 hours. As a result, wind speeds exceeded the
threshold of 36 km/h, with significant gusts reaching up to 55 km/h.

Figure 1: Cloud Top Height Image from ABI sensor (channel 13) on board the
GOES-16 geostationary satellite on 11/01/2022 at 12UTC.
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On 1st November, an intense frontal system affected the southeast of Brazil,
extending to the central and northern regions of the country. The satellite images of the
same day indicate the presence of storm clouds over the north-central area of Ronddnia
(see Fig. 1). These storm clouds caused gusts of approximately 40 km/h in cities at
opposite ends of the country, including Vilhena, Porto Velho, and over 50km/h in Costa
Marques, facilitated by the temperature contrast. The occurrence of cold weather has
supported ongoing wind gusts, mainly from the southern quadrant, that persisted in the
subsequent days.

The Figure 2 shows the meteogram from 19th October to 17th November, at the
ICMBio local office in PARNA Pacads Novos. During the period between dawn on 1
November and dusk on 2 November, there was damage to building structures, vehicles,
and access roads within the Park, severely affecting staff present at the local office. The
wind direction and peak wind speed in the time series can be observed during the
referred day (red rectangle) are corroborated with the local report from ICMBio crew.

Pacaas Novos National Park 2022-11-01 - 2022-11-30
1L11°5/ 63 34°W  349m som 30 dios meteoblue
{10 x 10 km)

T esalm pomaem i () DA @D e rT [ErT-m prmm A R [ 6180 B U 3 B AT RSt T i A R SN |

Precipitagho (mm)

Figure 2: Meteogram from ICMBio local office made by meteoblue
(https://www.meteoblue.com). accessed in 2022/12/20.

2.2. Remote sensing image analysis

2.2.1. Study Sites

The large blowdown disturbances are concentrated in the western Brazilian Amazon
(see Fig. 3) where the frequency of large blowdowns was 12 times higher west of 58° W
compared to the east according Espirito Santo et al (2014). In this study, the range of the
analyzed blowdown encompassed from 64°4’W-10°41S to 63°29°W-11°S in
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southwestern Brazilian Amazon, Ronddnia state. Specifically, this disturbance occurred
close to the Tracoa Peak, at the Pacaas Novos National Park.

The Pacads Novos covers an area of approximately 7.087 square kilometers,
making it one of the largest protected areas in the region. Its expansive territory
encompasses a wide range of ecosystems, from dense rainforests and savannas. A
notable feature of this park is its overlap with the Uru-eu-wau-wau Indigenous Territory.
This overlap underscores the complex relationship between conservation efforts and the
preservation of indigenous cultures.

In the heart of Pacads Novos, there is an impressive geological formation located
around the damaged area. Pico do Tracod is part of a mountain range known as the
Pacads Novos Mountains. One of the most striking features of the structural geology of
Pico do Tracod is its domed shape. This dome-like structure is the result of the granite
intrusion pushing upward, causing the overlying rocks to arch and create the distinctive
peak we see today.
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Figure 3. Map of study area showing the overlapping of the north Pacaas Novos
National Park and density of blowdowns regions made by [Espirito-Santo et al.
2014]

2.2.2. Sentinel-2 data and processing chain

The orthorectified atmospherically corrected surface reflectance data from the
MSI sensor are included in Google Earth Engine (GEE)’s ESA Sentinel-2 Level-2A
Collection, and these images contain visible, NIR, and SWIR bands.To detect the
phenomenon is needed imagery from the pre and post blowdown occurrence at the
region of interest (scenes 20 LLP and 20 LLN). Right before the event, all the previous
images had a high cloud coverage. In these terms, the first image, before the blowdown,
refers to September 27. After the blowdown the next image available was to November
06.

In this paper we choose two image processing widely used to detect some
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disturbance vegetation by ICMBio and Censipam. We employed methods widely used
like DETEX (Guimaraes 2011) and NDVI [Lasaporana et al. 2022]. Information about
the bands used in NDVI and Detex is attached on Table 1. For both institutes these
technical approaches make a part of a set remote sensing analysis applied to selective
logging, deforestation and other rainforest disturbances.

Table 1. Details about Sentinel-2 bands used in NDVI and Detex.

Central wavelength (nm) SpatlE.ll Reyvisit time
resolution
Band 3 Band 4 Band 8
560 (Green) | 665 (Red) 842 (NIR) 10 meters 5 days

The Figure 3 shows the steps to produce the results. Our both assumptions take
account that, while DETEX take account the forest degradation caused by the shape of
canopy gaps, NDVI can inform about the areas with canopy alteration by the trunk and
leaf mixture at the pixel level, as will be detailed as a follow. The Normalized
Difference Vegetation Index (NDVI), one of the earliest remote sensing analytical
products used to simplify the complexities of multi-spectral imagery, is now the most
popular index used for vegetation assessment [Huang et al. 2020].

Blowdown area

measurement
|

NDVI DETEX

v
Image aquisition and index
calculation in GEE.

Exporting and insertion in Qgis
+

Clip of the area of interest

l

v r
|
Supervised classification of the pixels Supervised classification of the pixels
trashold value (0,25 to 0,45) to NDVI trashold value (>240) to Detex (Eq.1)
|
!

Area measurement of the
classificated data

'

Comparison between methods

Figure 4. Flowchart of the remote sensing processing chain to detect blowdown
area using NDVI and DETEX techniques.

Regarding, the NDVI processing chain were computed using the appropriate
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Google Earth Engine platform - GEE tool for apply the normalized difference between
B8 and B4, where the bands are the near infrared related of the Sentinel-2 sensor,
respectively, according to [Lasaporana et al. 2022].

DETEX is a remote sensing method designed for detecting and monitoring
deforestation in tropical forests. The approach relies on texture analysis of satellite
imagery to identify subtle changes in forest cover. This method leverages the unique
textural patterns created by forest disturbances, such as the contrast between recent
blowdown and intact forest, to pinpoint areas undergoing forest loss.

This processing chain, available in GEE, begin from the Mixing Models that
estimates the fractional abundance of “pure” spectral components called spectral
endmembers. An example that can be placed is the non-photosynthetic vegetation, i.e.
NPV (dry leaves or bare trunk and branches) and green vegetation, i.e. GV
(photosynthetically active vegetation).

The endmembers were selected on the GEE platform to represent NPV, GV, and
shade endmembers. As [Ping et al. 2022] NPV was collected from the pixels of the
fallen crowns and trunk within the blowdown events observed above and GV was
sampled from a broad range of green crowns, including secondary forest, recently
flushed crowns. Shade was collected under clouds.

The chain is followed by the equation (eq. 1) ratio between non-photosynthetic
vegetation and green vegetation fractions with application of gain and offset where 90
and 50 is the value of gain and offset, respectively. The spectral change on the image
fraction can be calculated to detect and quantify the intensity of a recent blowdown.

DETEX = gain X %+ of fset (1)

We carried out the results export to quantify the blowdown areas. To compare the
effects of both methods on estimating blowdown area, we defined the threshold values
of DETEX (higher than 240). For NDVI the threshold was collected using a DETEX
mask that tuned values between 0.25-0.45. The values were defined by empirical
observation. For each pixel from blowdown, we delineated polygons that corresponded
to the gaps left by the dead trees in the forest and then we calculated the area
disturbances.

The processing was done once more for an image from day 2022/09/27,
referring to the first low cloud coverage pre-blowdown data. Using the difference
algorithm, pixels relating to vegetation degradation before the event was eliminated.
Clouds, rivers and the Tracod Peak data were removed from both images for cleaning
purposes.

3. Results and Discuss

The results highlight that both methods detected similar size and geometric features.
Figure 5 illustrates the affected area within the Pacads Novos National Park, with two
distinct epicenters, one near Pico do Tracod, in a region with maximum elevations
exceeding 1,000 meters above sea level. However, at the actual occurrence site, the
altitude varied between 400-600 meters above sea level.
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Note that the landscape around the Pico do Tracod between the two epicenters
includes exposed rock with little to no vegetation. This fact may have contributed to the
absence of blowdown signs in the higher elevation areas and split the blowdown into
two epicenters. While the DETEX pixel value increases as it is impacted by the
blowdown, the NDVI pixel value exhibits the opposite behavior. The symbology was
fitted to display the distribution of pixel values for each method.

Our intention is to assess the distribution of values with characteristics that can
provide new insights into the detection of this forest disturbance. Once again, both
image processing techniques have yielded corresponding results. We can observe this
similarity when analyzing values corresponding to the color red. For DETEX and
NDVI, the highest threshold values are predominantly centered around the left epicenter
on the map.

Based on the comparative analysis between the Sentinel-2 images and the
unsupervised classification values (jenks) shown in Figure 5, degradation thresholds
were defined for each of the methodologies. Imaging showed degradation for DETEX at
pixel values above 335, while for NDVI, at values below 0.401. We evaluate that this
NDVI threshold is likely to influence the calculation of the total area mapped by this
method.

0,438
N 0,422
N 0,401
1.5 15 xm | M 0,373
-
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Figure 5: The blowdown DETEX and NDVI image from Sentinel-2. Scenes 20 LLP and
20LLN, 06 November, 2022. The color ramp is according to the threshold defined in the
materials and methods.
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The spatial distribution of the blowdown also reveals the heterogeneous behavior
across the damaged area. Based on the “shape of canopy gaps” approach to qualify this
occurrence, were classified the largest blowdown according to Ping et al. 2022. In this
case, we noted all the three categories were identified at the same blowdown.

They are as follows: Single large gaps (1) fan-shaped aggregated gaps (2) and
discrete clusters of small gaps (3) in four locations. The single large gaps have a distinct
canopy gap with pixel value higher as cited above. Table 2 shows the area (in hectare)
of each shape of canopy gaps classes. The most part of the area (more than 2.700 ha) is
linked to the single large gaps for both DETEX and NDVI methods.

As observed in Figure 6, a fan-shaped aggregated gaps area was identified
behind at the Pico do Tracod geological dome (right epicenter). Fan-shaped
aggregations of canopy gaps can vary in size from large to small [Ping et al. 2022]. In
this case, Table 2 suggests a large area (more than 1.500 ha) linked to this canopy gap
class, for both methods, also.

SN TW BIRTTW

350w £3M80'W e aoaw L0TW ITIIW SXIFAFYW

(1) Single large gap (2) Farrshaped agoregated gap {(3A) Discrete chusters of small gaps

(38) Discrete dusters of small Gaps (3C) Discrete chusters of smail gaps (3D) Oesarete dusters of small gaps A

Figure 6: Examples of true-color composites of blowdown-disturbed areas highlighted by
the DETEX results, as indicated by red polygons. Images (1, 2, 3A, 3B, 3C).

A visual inspection image analysis allowed making-decision to group three areas
linked to discrete clusters of small gaps; they can be seen as a collection of small gaps
(3a, b and c, Fig. 4). In this class, there is a pattern inversion between DETEX and
NDVI. While in the other two classes the DETEX detected more area and cluster
polygons, these discrete clusters obtained a higher NDVI area (13%) and clusters
polygons than DETEX.

In general the total area varied 13% between the methods, with a great difference
in the single large gaps area (17%) and fan-shaped aggregations canopy (19%). The
cluster polygons from DETEX (more than 100.000) suggest a more scatter spatial
distribution than NDVI in all classes. On the other hand, NDVI was less sensitive to
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detect single large gaps and fan-shaped aggregations canopy. But for both results, the
case of Pacais Novos National Park blowdown reveals the largest blowdown
disturbance monitored by remote sensing image analysis (more than 5.500 ha).

Disturbances caused by blowdown can be beneficial for forest maintenance
[Bordon, et al. 2019]. Fine litterfall can be a prominent source of nutrients for the soil.
Thus, while there is vegetation growth, there will be low biomass and high productivity
in comparison to the mature forest over the short term, serving as a site for carbon sink
[Sanford, 1991]. Furthermore, the areas opened up by the phenomenon can act as a
reserve for species that need space to regenerate [Nelson, 1994].

When analyzing vegetation turnover, even the largest Blowdowns have a small
proportion compared to the extent of the Amazon rainforest. However, at a local level,
these disturbances are catastrophic and can devastate communities and ecosystems
[Nelson, 1994].

Table 2. Metric of area and count polygons from NDVI and Detex

Method Canopy gaps shapes Area (ha) p?):;;:s Wiﬁym
Single Large Gap 3,355 47,677 0.07
DETEX Fan-shaped aggregated gaps 1,967 44,850 0.04
Discrete clusters of small gaps 980 8,309 0.02
Total 6,302 100,836 0.06
Single Large Gap 2,784 10,555 0.26
NDVI Fan-shaped aggregated gaps 1,586 11,257 0.14
Discrete clusters of small gaps 1,166 9,004 0.06
Total 5,536 30,816 0.17

4. Conclusion

Due to the need for more robust geoprocessing techniques, a more detailed analysis has
been requested from Censipam by ICMBio to assess image processing methods capable
of representing changes in vegetation using the Sentinel-2 satellite. A blowdown
disturbance occurred in the heart of the Pacdas Novos National Park and the
Uru-Eu-Wau-Wau Indigenous Land resulted in joint efforts to verify the blowdown area
of at least 10,000 hectares, according to ICMBio.

Two image processing widely used to detect some disturbance vegetation in
rainforest was applied to map the canopy gaps and the trunk and leaf mixture at the
pixel level. It was highlighted that the processing chains were computed using the
appropriate functions in Google Earth Engine platform - GEE. Both methods detected
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similar geometric features, despite their distinct areas.

The damaged area within the Pacads Novos National Park, with two distinct
epicenters, one close to the Pico do Tracod domed, in a region with maximum altitude
exceeding 1,000 meters. In general the total area varied 13% between the methods, but
for both results, the case of Pacads Novos National Park blowdown revealed the largest
blowdown disturbance monitored by remote sensing image analysis (around 5-63 ha).

With three shapes of canopy gaps classes according to literature, the most scatter
area, in terms of method (DETEX and NDVI), is the single large gaps (53%). The
cluster polygons from NDVI suggest a spatial distribution less scatter although less
sensitive to detect single large gaps and fan-shaped aggregations canopy classes. Here,
we highlight that the pixel value class chosen can be a source of low sensitivity. Field
data can help find a way a cut off based on the properties of vegetation to improve this
method.

Increase in the frequency of blowdowns may be related to climatic changes
[Negron-Juarez et al., 2010]. Our results show the potential to monitor forest
disturbance from an operational perspective. With climate change it is probable that
Censipam and ICMBio will receive more demands to find and estimate blowdown
disturbance in protected areas from the western brazilian Amazon. The GEE
incorporation in the processing chain can be a motivation to implement a monitor
program dedicated to this occurrence.

Furthermore, both methods are easily implemented and can explore the optimal
approach to detect all classes of damaged canopy shapes. The superior results for small
gaps from NDVI can suggest insights for hybrid methods blending DETEX and NDVIL.
On the other hand, identification and classification are valuable components of an Al
processing chain, opening opportunities to create a smart remote sensing service for all
protected areas.
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Abstract. Beach nourishment activities can lead to an increase in water tur-
bidity, impacting its quality. This study utilized Sentinel-2 satellite images to
assess the suspended sediment in the water during the widening of Praia Cen-
tral in Balnedrio Camboriu, SC, in 2021. Spectral indices were calculated be-
fore, during, and after the project. The results may suggest a degradation in
water quality, possibly due to sediment disturbance during construction. Spec-
tral indices proved effective in monitoring sediments. Despite the complexity of
suspended solids dynamics, the study was able to identify greater disturbance
during the months of sand replenishment.

1. Introduction

Historically, coastal areas have always attracted humans due to their rich resources, flat
terrain that is easy to occupy, favorable conditions for trade and transport, as well as being
attractive tourism destinations [Neumann et al., 2015]. In recent decades, approximately
24% of sandy beaches worldwide have experienced an annual recession of about 0.5 me-
ters due to coastal erosion [Luijendijk et al., 2018]. In Brazil, approximately 40% of
coastal areas face significant erosion problems, primarily attributed to human interven-
tion [Brasil, 2018].

To mitigate the process of coastal erosion, various engineering methods can be
employed, including beach sand nourishment, also known as sand replenishment or be-
ach fill. This coastal management project aims to mechanically increase the size of the
beach above the waterline using sand from external sources [Dean, 2003]. In addition
to containing erosion, this type of intervention has been used to expand the sandy sho-
reline for recreational purposes, as demonstrated in 2021 at Praia Central in Balneario
Camboriu, Santa Catarina.

Beach nourishment operations are invasive and have significant impacts on the
biotic environment, both in sand borrowing areas and intervention zones [Pranzini et al.,
2018]. These impacts encompass alterations to hydrodynamic patterns and, consequently,
sediment transport, changes to local morphology, modifications in the quality, chemical,
and granulometric composition of the water, resulting in increased turbidity. Furthermore,
beach nourishment leads to the removal of feeding, nesting, and spawning areas for fauna
species, along with the burial of habitats. These examples illustrate the negative impact
on biota resulting from this type of work [Nordstrom, 2010].
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Traditionally, water quality monitoring in coastal areas has relied on in-situ data.
However, data collection is often insufficient or nonexistent for the majority of water
bodies. Point samples may not accurately capture the spatio-temporal dynamics of the
constituents, and this approach demands significant financial and human resources, which
may not always be feasible [Martins, 2019]. In this context, remote sensing emerges as a
crucial tool for monitoring and investigating these regions [Gens, 2010], offering a spatial
and temporal perspective on water quality. This capability allows for the quantification
of various parameters, such as the variation in suspended sediments [Gholizadeh et al.,
2016]. Assessing the suspended material in water bodies is essential for managing, pre-
venting, and controlling issues arising from sediment transport and deposition [Sari et al.,
2015].

The aim of this study is to employ digital satellite image processing techniques to
assess potential changes in the dynamics of suspended solids in the water resulting from
the beach nourishment works at Central Beach in Balnedrio Camboriu.

2. Material and methods
2.1. Area of study

The study was conducted in areas influenced by both the physical and biotic environments
in the marine region, specifically related to nearshore beach works at Praia Central in the
municipality of Balnedrio Camboriu, located in the state of Santa Catarina, southern Bra-
zil (Figure 1). The delineation of these influence areas was specified in the Environmental
Impact Assessment (EIA) for the Artificial Nourishment of Central Beach in Balneario
Camboriui—a document supporting the administrative process for environmental licen-
sing with the state’s environmental agency. These areas of influence encompass locations
directly or indirectly affected by environmental impacts, be they positive or negative, ari-
sing from the project during both its implementation and operational phases. The areas of
influence are categorized into three levels: Directly Affected Area (ADA), Area of Direct
Influence (AID), and Area of Indirect Influence (AII).

2.2. Image Acquisition and Environmental Conditions

Images from the Multispectral Imager (MSI) sensor on board the Sentinel-2A satellite
were utilized for mapping. The visible and near-infrared (NIR) bands with a spatial re-
solution of 10m (B2 (490 nm), B3 (560 nm), B4 (665 nm), and B8 (842 nm)) were
employed. Level-2A products were acquired, providing atmospherically corrected ima-
ges that correct for the scattering of air molecules (Rayleigh scattering), the absorption
and scattering effects of atmospheric gases—particularly ozone, oxygen, and water va-
por, and the correction of absorption and scattering due to aerosol particles.

Scenes were downloaded from the 110x110 km? T22JGR tile with UTM/WGS84
Zone 22 South projection for the periods before, during, and after the artificial nourish-
ment works at Praia Central (Table 1). The data is provided by Copernicus, the European
Union’s space program, and the European Space Agency (ESA).

From the dates of the selected images, information was collected on the environ-
mental conditions at the time of the satellite’s passage. This data includes wind speed and
direction, along with the height of the tide, which can impact the dynamics of suspended
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solids at the time the image was taken. Additionally, for each analyzed month, informa-
tion was gathered on weather conditions, focusing on average rainfall. The amount of
rainfall can influence the volume of sediment transported to the beach via the rivers near

the area.
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Figure 1. Location map of Praia Central in the municipality of Balneario Cam-
boria, SC, Brazil. With the areas of influence of the project and control
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Stage Date Wind Precipitation
Before | 02/23/2021 | 7,6 km/h - SE 150 mm
Before | 08/02/2021 | 22,2 km/h - SE 100 mm

Beach fill | 09/26/2021 | 18,5km/h-N | 60 - 140 mm
Beach fill | 10/26/2021 | 5,5 km/h-SE | 200 - 300 mm
Beach fill | 11/30/2021 | 24,1 km/h - SE 340 mm

After 01/24/2022 | 24,1 km/h-N | 160 - 250 mm

After 05/24/2022 | 16,7 km/h - N 150 mm

Table 1. Environmental conditions data for the selected dates before, during, and

after the construction period.

T
6974500

The acquired data had to be converted from digital numbers to surface reflectance
(SR). For Sentinel-2 optical data, the relationship between DN and reflectance is given by

Equation 1.

DN

Reflectance = ———

Where: DN = Digital number.

10000
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2.3. Histogram manipulation

To enhance visual interpretation, the downloaded images underwent histogram equali-
zation techniques to highlight spectral information and improve overall visual quality,
facilitating analysis for the photointerpreter. Brightness and contrast were adjusted th-
rough linear transformations applied to the original image. The Linear Contrast Increase
was calculated using Equation 2.

gx) =f(x)-a+b ()

Where: g(x)= new values, f(x)= original distribution b= offset, a = gain (a>1 the
contrast is increased a<l the contrast is reduced).

This transformation is applied to the value of each pixel and does not increase
the amount of information in the image. However, it enhances visual quality based on
subjective criteria for the human eye, making it easier to perceive and identify patterns of
color, tone, brightness, and contrast that appear in the images [Schowengerdt, 2012].

2.4. Spectral Indices

Spectral indices were calculated using the bands, which consist of various mathematical
operations to integrate two or more spectral bands in order to highlight specific charac-
teristics and allow subtle differences to be obtained in the spectral response of different
targets in the same image. If two features have the same spectral behavior, band ratios
can provide additional information, but if the features have a different response, the ratio
between these two values yields a single value that expresses in summary the contrast
between these reflectances, giving rise to the indices [Harrison and Jupp, 1989].

2.4.1. Normalized Difference Suspended Sediment Index - NDSSI

The Normalized Difference Suspended Sediment Index (NDSSI) can be calculated by
subtracting the blue band from the near-infrared band and then dividing by the sum of
the two bands, as shown in Equation 3. NDSSI values range from -1 to 1, where higher
values indicate the presence of clearer water, and lower values indicate the presence of
more turbid water [Hossain et al., 2006].

_ Blue Band — NIR Band
NDSSI = Blue Band + NIR Band 3)

Where: NDSSI= Normalized Difference Suspended Sediment Index; Blue Band=
blue spectral band; NIR Band= Near-infrared spectral band.

2.4.2. Normalized Suspended Material Index - NSMI

The normalized suspended material index (NSMI) is estimated based on spectral reflec-
tance in the visible range. This is achieved by adding the red and green bands and then
subtracting the blue band. The result is divided by the sum of the three bands, as shown
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in Equation 4. In the NSMI, values close to 1 indicate a high concentration of suspended
solids, while values close to -1 indicate clearer waters [Montalvo, 2010].

Red Band + Green Band — Blue Band 4
Red Band + Green Band + Blue Band )

Where: NSMI= Normalized Suspended Material Index; Blue Band= blue spectral
band; Red Band= Red spectral band; Green Band= Green spectral band.

NSMI =

2.4.3. Band Ratio

The band ratio is a technique in which the information contained in one spectral band is
divided by information from another band. The ratio between the green and blue bands
was used for the calculation, as shown in Equation 5. The resulting image magnifies the
response of the feature under study. This calculation is generally employed to discern
very small spectral variations that are normally masked by brightness variations. Unlike
previous methods, the range of values produced varies from zero to infinity, where higher
values indicate a greater amount of suspended sediment [Arisanty and Saputra, 2017].

. Green Band
Band Ratio = Blue Band ®)

Where: Blue Band= blue spectral band; Green Band= Green spectral band.

2.5. Control points

Control points were evenly distributed along the areas of direct and indirect influence to
assess the spectral response across the four bands used to construct the indices. A total
of 30 points were plotted, with 15 in the area of indirect influence, 14 in the areas of
direct influence, and 1 in the quarry area (Figure 1). Reflectance spectra graphs were then
constructed from these points to analyze the spectral response of the components present
in the water and to check for subtle differences that may not be observed in the indices.

The work was conducted using the Python programming language to generate the
spectral indices. The Geographic Information System (GIS) software QGIS 3.16 was
employed to produce the maps (QGIS, 2023). Additionally, Inkscape 1.1 graphics editing
software was utilized to facilitate editing or adding other elements to the produced maps
(Inkscape, 2023).

3. Results and Discussion

The color compositions of the Sentinel images under study (R4G3B2), with the linear
contrast adjustments already applied, improved the perception of the tonal variations in
water color (Figure 2).

With these improvements, it was already possible to identify different colors and
tones throughout the study area. Tonality is related to the intensity of the electromagnetic
energy reflected or emitted by targets, while color provides information on the spectral
property of the object. According to Barbosa [2019], in images obtained by remote sen-
sors, variations in color in natural waters are attributed to factors linked to the apparent
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and inherent optical properties of water, both of which affect the intensity and spectral
composition of the underwater light field through processes of reflection, absorption, and
dispersion.

February - 02/23/2021

August - 02/0872021

----- e

October - 10/26/2021

November - 11/30/2021

Color Composition - R4G3B2

Coordinate System: WGS84 Zone 228
Projection: Transverse Mercator

Figure 2. Color compositions for the studied Sentinel images (R4G3B2) with li-
near contrast adjustments.

The apparent optical properties of water arise from the interaction between solar
radiation and the body of water. These properties are influenced by climatic and hydro-
logical conditions, as well as the specific circumstances of in-situ measurements (such as
depth, time of day, period of the year, and the albedo of sediments or bottom substrates).
Additionally, inherent optical properties are influenced by the water itself and the compo-
sition and concentration of substances present in the water, which are associated with the
water’s internal characteristics.

Other elements of recognition that were possible to identify with the photointer-
pretation of the color compositions were the patterns and shapes in the water. Patterns
characterize the spatial arrangement of objects represented in an image; thus, the repe-
tition of certain shapes is characteristic of certain landscapes, revealing that objects and
elements have relationships with each other. Shape refers to the morphological characte-
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ristics of the target,that is configuration and geometric features.

Watercourses with low turbidity typically appear dark, while bodies of water with
a high concentration of suspended solids tend to exhibit an orange hue [Martins, 2019].
By comparing the scenes, a change in the color of the water at Praia Central is evident,
suggesting a potential deterioration in water quality, likely associated with the agitation
of the water column during the transportation of sand throughout the construction period.
It’s important to note that the color variations observed in the scenes serve as an alert,
which should be verified by field teams. The ability to issue such alerts represents a
valuable advancement in coastal water management, saving resources for more focused
field verification.

To determine the most suitable index for assessing the response of suspended se-
diment, the indices in equations 3, 4, and 5 were plotted in relation to each control point
added in the study area. These indices were represented together in a graph (Figure 3) to
facilitate visualization. The graph indicates that the three indices behave very closely, des-
pite differences in class intervals. Therefore, from a qualitative perspective, the choice of
a specific index was based on empirical tests. This process was repeated for each month,
and only October was selected for representation. Consequently, the NSMI index (Figure
4) was chosen to analyze the sediment dynamics of the study area. This choice was in-
formed by the fact that the NSMI index was developed with consideration that crystalline
water exhibits a reflectance peak in the blue band, while the concentration of suspended
sediment has reflectance peaks in the green and red bands [Montalvo, 2010].

Index values for September - 09/26/2021

(Beach fill)
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Figure 3. Comparing sediment response indices: revealing consistent trends
despite varied class intervals of the three indices.

In the period before the construction work, two dominant class intervals were
identifiable in the February 2021 image. One class exhibited values around 0.5, while
the other had values around 0.25, with the NSMI’s minimum and maximum values being
0.045 and 0.596, respectively. In the region farthest from the coastline, it is observable
that the sediment plume had an elongated shape in the southeast direction. This pattern
is also evident in the January 2022 image, post-completion of the work, although the
sediment plume identified by the index is smaller.

In August, the highest index value of 0.636 was observed in the region near Praia
Central and on the northern part of the coastline. This pattern can be correlated with
waves coming from the south and southeast, which have a greater capacity to transport
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sediment. The morphological configuration of the beach, characterized as having a parti-
ally protected inlet shape [Temme et al., 1997], directs particles preferentially to the north
of the coastline [INPH, 2000]. The lowest index measurements for August were recorded
in the easternmost part of the study area, with values of -0.477.

» Hormelovd Suspended Matace e, 40 Hormal 26 Suspended Materal ndox. WM

Augus - 02082021

NI000 717900 TINN0  MIWO TI000 A0 750030 TN e 7 o ey oo

Normalized Suspended Material Index- NS @ Normalzod Susoanded Materiol ndox- NSMI o
" Sepeember - IHTW221 e Ovtuber - 101262021

&3 g

o4 7018

TG0 T W W00 e M7soo mowo 7 ‘ ) e e g P, e

Normalired Suspencied Matecisl index- NSMI Normat zed Suspended Matenal indes- NSMI
o Noveinber - 11362021 Junosrs - 01242022

TS0  TITSOR  MONN  TAISO)  T4S008 MO0 TS0080

Normaszed Suspunded Matorial indax. NSMI
™ May - 24652022

Color Composition - R4G3IB2

Coordinate System: WGS84 Zone 228 rau
Projection: Transverse Mercator

Figure 4. NSMI index for the months analyzed.

In September, during the sand dredging process, the index response revealed the
highest values in the coastal region, particularly in the Praia Central inlet and on the
northern beaches of the study area. The origin of the sediment plume observed during
this period may be attributed to the deposition of dredged material on the beach and
its subsequent transport northwards by waves originating from the south and southeast.
During this period, the NSMI showed a maximum value of 0.53.

The distribution of NSMI values for October was influenced by the imaging geo-
metry of the sensor’s whiskbroom scan, resulting in a somewhat blurred scene. Neverthe-
less, it was observed that the highest values are situated close to the coast. However, it
is worth noting that the distribution of solids may have been influenced by terrigenous
sediments, likely due to the significant amount of rainfall during the month.

In November, while dredging was ongoing, a single range of values for the NSMI
was noticeable, with a minimum of 0.088 and a maximum of 0.563. This response can be
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attributed to ripples on the water surface caused by the wind. At the time the satellite pas-
sed over, the wind was blowing from the southeast at a speed of 24 km/h. Generally, the
water surface tends to accentuate bidirectional reflectance, leading to an overestimation
of reflectance due to increased surface roughness. This can impair the representativeness
of the information extracted by the index [Flener et al., 2012].

It’s important to note that in the months and years following a beach expansion
project, the sand deposited tends to be redistributed by the action of waves and tides,
directing it towards neighboring regions or the open sea. This process reduces the strip of
sand and smoothens the coastline [Dean, 1991]. Therefore, the distribution of suspended
sediments in the period after the end of the works in the Praia Central cove and adjacent
regions will continue to vary due to the influence of the project until a state of equilibrium
is reached.
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Figure 5. Spectral response at control points. In the visible and near-infrared
bands.

The reflectance spectra of each control point were plotted for both the Direct In-
fluence Area and the Indirect Influence Area for each month analyzed (Figure 5). To
simplify interpretation, an average was calculated for the respective points within each
corresponding area.
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The spectral response of water is directly dependent on the presence of Optically
Active Components (OACs). These particles can be organic or inorganic and exhibit
variations in size and chemical composition [Barbosa et al., 2019]. In the case of inorganic
particles, such as sediments suspended in the water column, an increase in concentration
results in a higher scattering coefficient within the volume of water. This, in turn, leads to
an increase in reflectance towards longer wavelengths [Novo, 2008].

Upon evaluating the average reflectance of the points, it becomes evident that,
for the months of August, September, October, and November, the average reflectance in
the area of direct influence exceeded that in the area of indirect influence. Although the
average difference in reflectance is minimal compared to other months, it is noteworthy.
Furthermore, it is observed that the green band consistently exhibited the highest reflec-
tance values.

Coastal zones exhibit complex optical and biological characteristics, with higher
concentrations of suspended sediments and phytoplankton compared to regions farther
from the coast. They also display variable spectral signatures of different phytoplankton
types and sediments, along with the presence of algae and other biological organisms,
all contributing to the variation in reflectance in these regions [Richardson and Ledrew,
2006]. This complexity is evident in our results, where the tips in the area of direct
influence, closer to the coast, consistently exhibit higher values in the three analyzed
indices. Furthermore, experiments indicate that increasing the concentration of clay in
the water leads to higher reflectance, peaking in the green range between 500 and 600
nm. The study also found that mixing different concentrations and types of clay with
phytoplankton and organic matter (CDOM) also causes an increase in reflectance, with
the peak in the green range [Schalles, 2006].

Considering that the dominant sedimentary facies in the cove of Praia Central de
Balnedrio Camboriu range from very fine sand to clay, the observed average reflectance
and peaks in the green range in the area of direct influence may be attributed to the greater
disturbance of the water and its constituents during the construction period.

4. Conclusions

This study mapped the distribution of suspended sediments in the coastal region of Praia
Central in Balnedrio Camborit, SC, with a focus on the areas influenced by the beach nou-
rishment project carried out in 2021. The normalized suspended material index (NSMI)
proved to be the most suitable for qualitative analysis, enabling the identification of pat-
terns and the inference of effects related to artificial nourishment works on suspended
solids in the study area during the analyzed period. These findings underscore the impor-
tance of considering the dynamic interaction between environmental variables and coastal
engineering projects.

The use of control points allowed for the correlation of the water’s reflectance
spectrum along the Sentinel-2 bands used in the study with the spectral indices, revealing
that the area directly influenced by the project was most affected during beach fill. Ad-
ditionally, it is evident that the beach morphology and the presence of southeast currents
directly influence the movement of suspended solids in the coastal region.

To enhance our understanding of these processes, conducting future studies with
an extended time series, higher temporal resolution, and the inclusion of in situ data would

253



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

be highly beneficial. In doing so, the data obtained through remote sensing can be com-
plemented and validated. These improvements could provide a more comprehensive and
accurate insight into the changes in water quality and the dynamics of suspended solids
associated with coastal engineering works. Such enhanced studies would enable more
robust and targeted conclusions for the environmental management of these coastal areas.
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Abstract. Airborne LiDAR data represents one of the most accurate ways to
estimate forest structure and carbon nowadays. This study aimed to estimate
the intensity of selective logging activities in terms of density and volume of
logged trees based on airborne LiDAR data in comparison to ground
measurements on a forest concession area in the Brazilian Amazon, the Jamari
National Forest. The results show a significant relationship between logging
intensity and LiDAR height difference, indicating that LiDAR can reliably
estimate logging intensity. This constitutes an important step towards
monitoring selective logging in the Amazon and areas under forest concession.

1. Introduction

The occupation of the northern region of Brazil has intensely increased the rates
of deforestation and forest degradation in the Amazon (FEARNSIDE, 2005), which has
also completely changed the fire regime, since these processes are closely connected
(COPERTINO et al., 2019). Also, deforestation and forest degradation are processes
that characterize the Amazon as a biodiversity hotspot under threat (LAPOLA et al.,
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2023) and its effects consists in the second largest anthropogenic sources of CO2
emissions into the atmosphere (KUCK et al. 2021). Regarding to forest degradation, it is
estimated that it will affect the Amazon forest vegetation even more than deforestation
in the long term (MATRICARDI et al., 2020), causing carbon loss and impacting forest
biodiversity (FEARNSIDE, 2005). It is clear that forest degradation processes should
still be a top priority for Brazilian conservation public policy (GANDOUR et al., 2021).

Forest degradation in the Amazon is mainly driven by timber extraction, forest
fragmentation, fires, and drought (LAPOLA et al., 2023), with selective logging being
one of the main vectors. It is important to emphasize that selective logging begins with
the opening of roads in the forest, allowing the occupation and emergence of enterprises
related to the timber industry (FERREIRA et al., 2005). On the other hand, legalized
selective logging, which takes place in areas of forest concession, is not properly
monitored, as well as its quantification is not widely disclosed for public consultation,
which generates uncertainties about the amount of wood extracted by the companies
responsible for forest management. The certainty is that persistent and recurrent logging
in the Amazon is responsible for carbon emissions, ecosystem services reduction and
biodiversity loss (MONTIBELLER et al., 2020). Moreover, degradation can also have
feedback loop effects, such as fire being enhanced by selective logging due to the
opening of the canopy and microclimatic changes, increasing the forest's susceptibility
to fire (FEARNSIDE, 2005). In addition, carbon emissions are still not properly
measured and reported in national inventories of Amazonian countries (SILVA JUNIOR
et al., 2021), which brings the need for new methods and tools to assess the impacts of
forest degradation and its drivers.

Aiming at alternatives to quantify selective logging intensity, high-resolution
LiDAR (Light Detection and Ranging) airborne data are shown to be effective in
accurately delineating the forest structure and estimating the impacts of logging at the
level of individual trees to stands (DALAGNOL et al., 2019; DALAGNOL et al., 2021;
LOCKS; MATRICARDI, 2019). Several initiatives have successfully used LiDAR data
to detect phenomena, such as: estimating the selective logging in the Amazon (LOCKS;
MATRICARDI, 2019); temporal analysis of logging effects (PINAGE et al., 2015); and
tree canopy loss and gap recovery quantification in tropical forests under low-intensity
logging (DALAGNOL et al., 2019).

In this study, the goal was to estimate selective logging intensity in the forest
based on airborne LiDAR data in comparison to ground data of logged trees acquired in
previous initiatives by Brazilian Forest Service (SFB). The intensity was proxied by the
estimation of “density” and ‘“volume” variables. The data were obtained from the
Annual Operating Plans (POA) report and shapefiles containing data related to the trees
that were harvested as part of forest management activities within certain Annual
Production Units (UPA) in Forest Management Units (UMF). This research is part of a
larger project to develop a global monitoring system of forest degradation for tropical
forests (DALAGNOL et al., 2023).

2. Materials and Methods
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2.1 Study area

The study area is located in the north of Ronddnia state, between the
municipalities of Cujubim and Itapuad do Oeste. The Jamari National Forest belongs to
the Legal Amazon and its forest cover consists of 2,200 km? of open, dryland plain
vegetation, with tree species of high commercial value (DALAGNOL et al., 2019). This
area was selected because it has three fundamental elements for quantifying the
selective logging intensity: (1) LiDAR transects in areas of confirmed logging; (2)
shapefiles of the UPAs' harvested trees with information such as logging date, height,
density, and volume of the trees; and (3) POAs available for some UPAs (Figure 1).
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Figure 1. UPAs of Jamari National Forest.

As the first national forest to be submitted to the forestry concession process
(2008), selective logging in the region follows the rules of the Public Forest
Management Law, n® 11.284 of 2006 (SFB, 2022), which guarantees the private sector
the right to explore territories demarcated in national forests according to the principles
of public forest management (CHULES, 2018). The forest concession and the premise
of sustainable forest management are necessarily planned, since the logging process in a
concession area is foreseen and organized in a cyclical manner, which would provide the
necessary regeneration time for each portion of the operated forest (25 to 30 years)
(SFB, 2022). Monitoring areas under forest concession represents a challenge for
remote sensing researchers, especially due to the lack of ground data, which makes it
difficult to validate remote observations.

2.2 LiDAR data acquisition and pre-processing
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Four airborne LiDAR flight lines were obtained in LAS (LASer, LiDAR point
cloud data) and Canopy Height Model (CHM) point cloud formats with 1 x 1 m cell
size (Table 1). The CHM rasters were loaded into QGIS for visualization and later into
RStudio for quantitative analysis and the height difference was calculated from before
(1) and after (2) logging CHMs.

Table 1. Logging date and LiDAR data acquisition

UMF - UPA Logging date LiDAR date 1 LiDAR date 2
1-10
May - 2017 April - 2017 July - 2018
n-14 April - 2017 to
January - 2018 April - 2017 July - 2018

To prepare the table, it was necessary to gather information on the logged date of
the trees in the Jamari UPAs, through the POA and/or the harvested tree shapefile,
containing points as vectors that represents the logged trees location in the UPA territory
and valuable information such as the logged trees volume.

In the existing POAs of each UPA, the logging date was obtained from the
“Exploratory Activities" section, also involving processes such as opening roads,
dragging and transporting. In tree shapefiles, the logging date was identified from the
column with the same name in the attribute table of each layer. This process of
compiling information on the logging date was quite laborious, as the official SFB
website on Jamari suffers from the lack of complete information, which limits the
accuracy of the information and the monitoring of areas under forest concession.

2.3 Selective logging density and volume

The density and volume of logged trees were calculated using RStudio v. 4.2.2
by filtering the attributes table of vector files compiled in the database. The “logging
date” field, along with tree locations represented as points and their respective volumes,
played a crucial role in generating density and volume rasters. As an initial parameter,
each group of trees was separated in shapefile format with logged date information.
Only 2 UPAs at Jamari had the necessary data to validate the intensity estimate through
the use of LIDAR CHMs: UPA 10 from UMEF I; and UPA 14 from UMEF III. This
suitability is due to the presence of selective logging confirmed by the SFB with the
logging date (by the POA or the tree shapefile) and by the spatial intersection of the
UPA perimeter with the LiDAR transects on the 2 flight dates.

The vector data of logged trees was converted to a raster surface of 100 x 100
cell resolution using the rasterize function from the R raster package (HIJIMANS et al.,
2023). A raster of density for each UPA that has a shapefile of trees was generated and
loaded in QGIS for visual inspection. Descriptive statistics were calculated to
characterize the intensity of logging. We calculated the density and volume of logged
trees per hectare, such as mean, standard deviation, maximum, and total number of
trees.
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2.4 Density and volume and its relation to height difference (LiDAR)

The selective logging density and volume metrics were overlaid with the height
difference obtained from LiDAR data, considering the period before and after logging
activities in each UPA (Figure 2). In UPA 10 of UMF I, logging activities were
confirmed by the SFB in May 2017, with the date sourced from the tree shapefile,
alongside the LiDAR rasters captured in April 2017 (flight 1) and June 2018 (flight 2).
Similarly, in UPA 14 of UMEF III, logging was verified between April 2017 and January
2018, as confirmed by multiple sources, including the POA, tree shapefile and the
LiDAR data, which were also collected from April 2017 (flight 1) and June 2018 (flight
2).

TOOORGNWY TOOSTEIW TOODTO4W TOOHRGOW FOOHTR2W 7009704 W

* Logged trees

=

Figure 2. Height difference obtained from LiDAR flights in comparison to tree
location.

The height difference between the two LiDAR flight dates for both UPAs (UPA
10 and 14) was calculated in RStudio by loading the LiDAR rasters and cropping them
to the overlapping areas within each UPA. A linear model was fitted to estimate the
intensity and volume of logged trees measured on the ground based on the airborne
LiDAR height difference. From this model, statistical metrics were extracted with the
“summary” function, explaining the variability of the logging intensity (R?) and the
significant relationship between the presence of selective logging and the loss of height
(p-value).

3. Results

3.1 Selective logging density and volume

The two rasters generated for each UPA, one for density (Figure 3) and other for
volume (Figure 4), considered the non logged trees, which were assigned a value of 0
during the process. The density rasters unveil the spatial distribution of logged trees
across the UPAs, enabling a more accurate estimation of logging concentration in the
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Figure 3. Logging density per hectare (logged trees/ha).
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Figure 4. Logging volume per hectare (m®/ha).

The density maps revealed that logging was distributed throughout the UPAs,
with an average of 1.2 logged trees/ha and a maximum of 11 logged trees/ha, providing
insights into the intensity of forest management per hectare (Table 2). Moreover, within
the UPAs, there were areas where no logging had taken place (value = 0), indicating that
not all parts of the forest area had been logged. Regarding the volume of logged trees, it
averaged 10.12 and 7.15 m3ha for areas I-10 and III-14, respectively. This information
allowed us to identify specific regions within the UPA with the highest volume of
logged trees, as indicated by the color-coded representations above.

Table 2. Intensity of selective logging measured by density (trees/ha) and volume
(m3/ha) of logged trees in the Jamari Forest.
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UMF/UPA | Mean = SD Maximum Mean = SD Maximum Total
(area) logging density Logging logged number of
density (tree/ha) Volume volume logged
(tree/ha) (m3/ha) (m3/ha) trees
1-10 12x15 8 10.12 82.88 911
13.33
i -14 12+1.6 11 7.15 £ 10.54 78.00 2599

3.2 Height difference in vegetation by LiDAR data

To quantify the height difference in vegetation in Jamari, the essential data were:
the tree shapefile for each UPA; and pre-processed CHMs in “.tiff”” format. The resulting
raster, created by subtraction between LiDAR CHMs, identifies areas where there was a
substantial reduction in vegetation height (>10 meters) between 2017 and 2018 (Figure
5). A significant portion of the extracted tree coordinates is in proximity to regions with
LiDAR height differences exceeding 10 meters, which could be quantified with a simple
spatial analysis between sets of points.

UMFI-UPATO

. | l)}":‘\'\'. Irees
- Height difference

Figure 5. Overlap of logged trees with the height difference for UPA 10 of UMF .
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The linear regression model, which was adjusted between the variable difference
height and logging intensity, explained approximately 44% of the variability in logging
intensity (R?=0.4365, refer to Table 6). The p-value less than 1% reveals a significant
relationship between the loss of height in the forest structure and the number of logged
trees. Similarly, for volume, the same metrics were obtained, with R? equal to 0.472
(~47%, refer to Table 6) and the p-value also lower than 1%, proving the significance of
the relationship. When analyzing the selective logging in terms of the volume variable, a
stronger relationship is observed with the metric extracted from LiDAR data.

Table 6. Statistical metrics for logging intensity and volume of logged trees x height
difference.

1
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n* 0AT2 22010

- . - .. - -

The relationship observed between height difference x logging intensity (Figure
7) and height difference x volume of logged trees (Figure 8) represented that the greater
the loss of height, which indicates the tree removal, the greater the number of trees
logged within that hectare.
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Figure 8. Relationship between volume of logged trees x height difference.

4. Discussion

Our findings revealed a significant relationship between volume of logged trees
and density measured in the ground with the observed LiDAR height change (R? >
0.44). Overlaying the spatial distribution of logged trees with areas exhibiting a
reduction in tree height, as confirmed by CHMs subtraction, reveals that there is indeed
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a correlation between the diminishing in the forest structure height and the number of
trees logged. As the height difference approaches zero, the number of logged trees
decreases. Some values close to zero in the height difference, yet still indicating logging
intensity, may be associated with pre-selective logging extraction activities or even the
natural dynamics of the forest. Companies engaged in forest management areas must
execute their activities considering the exploration limit of 25.8 m3/ha over a 25-year
selective logging cycle, so the impact does not exceed the contractual agreements
(LOCKS, MATRICARDI, 2019). To legally respect this quantity, it is necessary to
better understand logging density and volume with the help of remote sensing and
high-resolution satellite data to monitor this disturbance.

Limitations of the current logging intensity estimation approach include that the
results are subject to factors intrinsic to the forests studied and the data collected, and
that further analysis should be carried out considering different logging intensities and
forests. The tested forest is a dense canopy forest, therefore results may vary in areas of
more open canopy. Also, the time difference between LiDAR acquisitions can influence
the observed relationship, as with time passes by the gaps created by the felling of trees
may rapidly close (DALAGNOL et al., 2019). The development of robust approaches to
estimate intensity of logging needs to tackle these challenges in future developments.

A direct application of this methodology, although highly difficult due to the
limited availability of POAs and tree shapefiles on the SFB website, would involve
comparing the calculated intensity for the UPA with the values documented in their
respective records. Additionally, the acquisition of airborne LiDAR data is expensive,
and the availability and dissemination of data are selective, which hinders broad access
by the independent academic community. Therefore, these products still require a more
detailed analysis when applied to monitoring impacts in tropical forests, such as the
Amazon forest (LOCKS, MATRICARDI, 2019). The development of new
methodologies for integration between LiDAR and optical data (Landsat, Sentinel-2 or
PlanetScope) and/or SAR (Sentinel-1, ALOS PALSAR), would be crucial to estimate
and monitor the intensity of selective logging in cost-efficient ways in the future.

5. Final considerations

The overlap with the location of logged trees represents the spatial relationship
between height loss in vegetation and selective logging and obtaining LIDAR CHMs in
raster format already processed in the aforementioned period allows the analysis of
vegetation before and after extraction. In this way, through the LiDAR height difference
variable, it is possible to estimate the intensity and volume of logged trees in the forest.

Future steps in this study involve calculating forest biomass loss and the
consequent implication in the carbon balance rates of the logged portion. The long-term
objective is to develop a tool for monitoring and inspecting logging activities in forest
concession areas. In the case of the Jamari National Forest, the lack of data is still a
limiting factor in this monitoring strategy, which depends on the location, volume and
date of logged trees for cross-referencing with LiDAR data.
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Abstract. Seasonal variations in streamflow significantly affect the agricultural
system, water supply, and hydropower production in the Shyok and Hunza River
basins. A rainfall-runoff model for these rivers was developed in this study using
SWAT. The model performance in simulating river discharge was assessed. Key
data such as terrain characteristics from DEMs, landcover maps from remote
sensing, and soil information from FAO were used in model development.
Satellite-derived rainfall and observed discharge at Yogo and Danyor stations
was used for model simulation, calibration, and validation. Statistical indices
(Daily: R2 (0.68-0.76), NSE (0.59-0.60), PBIAS (12%,); Monthly: R2 (0.65-
0.70), NSE (0.55-0.59), PBIAS (12%) indicate a good resemblance of the
simulated and observed discharge.

1. Introduction and Objectives

The alpine and high mountainous regions worldwide, particularly the Hindu Kush-
Himalayan (HKH) range, play a vital role in global hydrology and regional water
management. Approximately one-sixth of the world's population relies on freshwater
resources from these regions, including glaciers, permafrost, and snowpack. With rising
temperatures, climate variations in the HKH affect water supplies and have repercussions
downstream [Pervaiz & Hummel, 2023; Ahmad, J. 2018; Bhattacharya & Ahmad, 2021].
A substantial portion of Pakistan's water supply comes from the Upper Indus Basin (UIB)
within the HKH range. The UIB covers 200,000 sq. km and includes glacier ice covering
12% of the area. Major rivers, such as Shyok, Shigar, Astore, Gilgit, and Hunza,
contribute over 60% of the UIB's water flow. The economic growth of the Himalayan
areas is closely linked to agriculture, making water accessibility and management critical.
According to subsequent measurements, more than half of the water flowing through the
upper Indus basin in (NA) northern Pakistan is attributable to snow and ice melt [Soncini
etal., 2015].

Over 70% of UIB's water comes from areas with significant snowfall and glaciers
above 4000m. Summer temperatures strongly influence snowpack and glacier melt,
influencing summer outflows in UIB Rivers. The Upper Indus Basin (UIB) encompasses
a portion of the Himalayan Karakoram Hindu Kush (HKH) Mountains, leading to
substantial climatic diversity within the watershed [Garee et al., 2017]. The UIB primarily
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receives annual precipitation from the western direction during winter and spring.
Meteorological patterns in the Upper Indus Basin's meteorology differs from the eastern
mountains due to the HKH's presence, reducing the influence of the rainy season in
northern regions.

A SWAT (Soil and Water Assessment Tool) model is employed to assess river
discharge in the Shyok and Hunza Basin. Using a temperature index technique, this model
integrates various factors like livestock management, hydrology, meteorology, and more.
This study seeks to comprehensively examine the stability and fluctuations of ice reserves
to improve water supply forecasts and enhance water resource management practices in
Pakistan. With growing concerns about freshwater scarcity and climate change,
understanding climate effects on river discharge in the Hunza drainage basin is crucial
for long-term water resource management. The efficiency of the SWAT model in
adapting to climate variations is being assessed to aid proactive water management
strategies, benefiting the Indus River system and Pakistan's water supply.

2. Description of Study Area

The Hunza and Shyok Watersheds are selected for investigation into snow cover
proportion and the hydrological cycle; both of these watersheds are sub-basins of the
Upper Indus Basin (UIB) and are primarily fed by snow and glaciers [Garee et al., 2017].
It was started by examining the characteristics of the 13,733-km? Hunza Drainage basin
and then its comparison to the 3,990-km? Shyok watershed, another sub-basin within the
UIB [Naseem & Gilany, 2016]. This comparison also involved applying statistical
methods to the Shyok basin with the Hunza River basin.

One of the reasons the Shyok region is chosen is its distinct geographical location,
situated on the southern slopes of the Himalayan Mountain range, unlike the Hunza basin.
These two main sub-basins also differ significantly in terms of features. For example, the
Shyok basin exhibits a southeast orientation, a snow-fed system, lower longitudes, and
mid-altitude characteristics. In contrast, the Hunza basin faces southward and has an ice
sheet regime, higher elevations, and longer longitudes [Shrestha & Nepal, 2019].

It is important to note that the Hunza and Shyok Sub-catchments experience the
influence of the same climatic regime, the Westerlies, but in distinct ways. The Hunza
River outflow is strongly influenced by westerly flow patterns that bring in significant ice
and snow, which also melt during warmer months, resulting in high outflow. In contrast,
the Shyok River outflow is affected by heavy precipitation at lower altitudes, particularly
during the cold season, contributing to its unique hydrological characteristics.
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Figure 1. Study Area Map

Located in Northern Pakistan and connecting China and Afghanistan in the
Karakoram mountainous region, the Hunza drainage covers an extensive area of
13,567.23 km?. Contributing to the river system's discharge are fourteen medium and
small subsidiary rivers, tributaries, and channels, including Naltar Hassanabad, Danyore,
Misgar, Khunjerab, Chalt, Shimshal, Verjerab, Hoper, Chupurson, Khyber, Hisper,
Rakaposhi, and Khudaabad.

The topography of this watershed varies significantly, with elevations ranging
from 1394 meters to 7885 meters [Garee et al., 2017]. In the Shyok drainage,
approximately 3,548 km? of its total area of 10,235 km? is covered by glaciers,
showcasing a distribution pattern that underscores the susceptibility to GLOFs [Gilany &
Igbal, 2020]. Within the Shyok Watershed, 66 alpine landscapes spread over an area of
about 2.7 km? most glaciation concentrated in the northward region, while glacial
reservoirs are scattered across the southwestern part [Hewitt, 1998].

Examining the types of lakes in this region, it is notable that 39.4% are of the
weathering type and cover approximately 0.5 km? of surface area. In contrast, End
Moraine and River lakes account for only 12 and 8 of the total lakes, respectively, but
collectively constitute around 40% and 30% of the lake area [Ougabhi et al., 2022].

3. Methodology

The Soil and Water Assessment Tool (SWAT) can evaluate the impact of land
management practices in large, complex watersheds [Narzis, 2020]. It calculates various
hydrological processes using elevation bands, including snow and glacier melt
[Mahmood & Gloaguen, 2012]. On the other hand, SWAT-CUP offers sensitivity
analysis, calibration, validation, and uncertainty analysis of SWAT models. Thus, to
assess the environmental and land management scenarios in the Hunza and Shyok basins,
this process-based and spatially semi-dispersed hydrological modeling tool SWAT is
used to simulate discharge from the individual sub-watersheds.
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3.1. Data Collection and Processing for SWAT Model Input

Several data were acquired and processed using GIS to set up the distributed model in
SWAT. For both the Hunza and Shyok basins, Digital Elevation Models (SRTM-DEM)
with a 30-meter accuracy were obtained from the ASTER GDEM website. Elevation was
classified into five classes ranging from 1000 m to greater than 6500 m in these areas.

Digital soil data from the Food and Agriculture Organization of the United Nations (FAO)
was used for both basins. Loam-type soil is discovered in 53.31% and 50.92% of soil
samples, respectively, showing that it is the dominating soil type in the Hunza and Shyok
basins. Data on land use and land cover (LULC) was taken from the Glob Cover land
cover product, covering the years 1979-2004 for Hunza and 2000-2014 for Shyok. The
most prominent land cover in the Hunza basin is water (27.82%) and urban medium
density (24.56%). Shyok basin is mostly covered by range shrubland (59.82%).

Data from various Climate Forecast System Reanalysis (CFSR) stations were used in this
investigation. Daily precipitation, maximum temperature, and lowest temperature were
calculated using data for Hunza from 1979 to 2004 and the Shyok basin from 2000 to
2014. For this study, the Architecture and Planning Division (Lahore) NESPAK provided
daily river discharge information. Data were collected at Yogo station for the Shyok basin
from 2000 to 2014 and at Danyore station from 1982 to 2000.

3.2. Model Setup using SWAT

The workflow to setup the model using SWAT for the study area includes using collected
and pre-processed data as model input, delineating watersheds, defining hydrological
response units (HRUs), model parameter sensitivity analysis, calibration and validation,
statistical analysis, and accuracy assessment (Figure 2). The drainage area of the Hunza
and Shyok basins is divided into 35 sub-catchments and 45 sub-basins, respectively.
These sub-basins were dissected using DEM to generate 272 HRUs (Hunza basin) and
252 HRUs (Shyok basin) aggregating areas with similar land-use and soil properties.

3.3. Model Sensitivity Analysis

For each stage, SWAT-CUP generates parameter sensitivity using the SUFI-2 algorithm
to assess the impact of changing input variables on model results. For each hydrometric
point, 50 simulations were done to examine how surface runoff and groundwater factors
affected model simulations. After each simulation, SWAT-CUP outputs a t-stat and p-
value. These numbers are important for figuring out how sensitive the model parameters
are. Table 1 displays the t-stat (sensitivity range) and p-values (sensitivity significance)
and their sensitivity rank following the 50™ simulation. A higher absolute value of t-stat
and a lower p-value (<0.05) indicates the sensitivity of a model parameter and its potential
impact on model response.
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Figure 2. Workflow showing the input and steps of SWAT modeling for the
Hunza and Shyok basins

Table 1: Parameter sensitivity and ranking using SWAT-CUP

Parameter name Definition t-stat | p-stat | Rank

V ALPHA BF.gw Base flow factor 7.49 0 1
V SFTMP.bsn Snowfall temperature 4.2 0.02 2

V ALPHA BNK.rte | Base flow a-factor for bank storage 1.98 | 0.06 3
V CH N2.rte Manning’s n value for the channel -1.7 0.1 4

R CN2.mgt SCS curve number 1.71 0.1 5

R SOL BD (..).sol Soil bulk density (g/cm®) 1.13 | 0.27 6
V GW _REVAP.gw Groundwater revap coefficient 1.13 | 0.27 6

Threshold depth of water in the
V GWQMN.gw shallow aquifer for return flow to -0.96 | 0.34 7
occur (mm H>0O)
R SURLAG.bsn Surface runoff lag time (day) -0.93 | 0.36 8
R SOL K (..).sol Soil conductivity 0.69 | 0.49 9
Groundwater Effective hydraulic conductivity of 058 | 056 10
channel

V GW DELAY.gw Ground water delay time(days) 0.55 | 0.58 11
R SOL AWC(..).sol Soil available water capacity(mm) -0.4 | 0.69 12
V SMTMP.bsn Melt base temperature °C 0.39 0.7 13
V ESCO.hru Soil evaporation compensation factor | 0.35 | 0.73 14
R EPCO.hru Plant uptake compensation factor 021 | 0.84 15
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3.4. Model Calibration and Validation

The Shyok and Hunza Basin model calibration and validation are carried out in stages
(i.e., warm-up period, calibration, and validation). For Hunza Basin, 1989-1995 was used
as the calibration period, and 1996-2002 was used as the validation period. The Shyok
basin calibration period is 2003-2009, and the validation period is 2010-2014.

3.5. Statistical Analysis

Three statistical indices- coefficient of determination (R?), Nash-Sutcliffe efficiency
(NSE), and Percent bias (PBIAS) were calculated to evaluate the model performance
(Table 2). R? expresses the percentage of variance in measured data and spans from 0 to
1, and values larger than 0.5 are generally regarded as acceptable [Mostafa et al., 2016].
NSE reflects how well observed and simulated data matches in a plot, and values between
0.0 and 1.0 are acceptable [Ali et al., 2014]. Percent bias (PBIAS) measures whether the
mean trends of the simulated values are greater or less than the observed ones [Narzis,
2020].

Table 2. Criteria for evaluating model performance using statistical indices

Statistical Criteria for Performance Evaluation
Indices Unsatisfactory Satisfactory Good Very good
T Coefficient ‘(’f{z) <05 0.50.6 | 0.6-0.7 0.7-1.0
etl}lﬁacslznscl;t?;g; : <05 0.5-0.65 0.65-0.75 |  0.75-1.0
P?g?ztxgi)as > £25% +15-£25% +10-+15 <*10

4. Results and discussion

4.1. Discharge Simulation at Daily Time Step

The simulated daily discharge for the Shyok basin during the calibration (2003-2009) and
the validation period (2010-2014) is illustrated in Figure 3. It is observed that, by
modeling peak flows and low flows at the same time as the actual discharge data, the
developed SWAT model illustrates a strong resemblance to the actual data. Simulated
peak flows are slightly higher (calibration period: around 6000 cms; validation period:
around 5000 cms) compared to the observed peak discharge of around (calibration period:
around 3200 cms; validation period: around 3600 cms) because of using satellite-derived
precipitation which is slightly higher than the rainfall observations from the ground
station. The base flows are the same in all cases, showing higher efficiency of the
developed model in generating dry season flows.

Figure 4 depicts the simulated daily discharge for the Hunza basin during the calibration
period (1989-1995) and the validation period (1996-2002). Model simulations exhibit a
solid match to the actual data by simulating peak and low flows concurrently with the
actual discharge data in the Shyok basin. Simulated base flow values are almost the same,
whereas peak flows are slightly higher (calibration period: about 1200 cms; validation
period: about 1100 cms) than the observed peak discharge of about (600 cms; validation
period: about 550 cms).
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Figure 3. Simulated daily discharge for the Shyok basin during the calibration
and validation period
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Figure 4. Simulated daily discharge for the Hunza basin during the calibration
and validation period
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4.2. Discharge Simulation at Monthly Scale

The model results show a stronger correlation between actual and simulated river flows
at monthly rather than daily scales. During the calibration and validation phases,
simulated peak and base flows were identical to the daily time step. Seasonal fluctuations
show that increased rainfall occurrences calculated from the satellite during the monsoon
season are unreliable. Figures 5 and 6 show the monthly output simulation results for the
Shyok and Hunza basins. The model predicted that the peak flow rates in the Hunza Basin
in August and September were the highest.
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Figure 5. Simulated monthly discharge for the Shyok basin during the
calibration and validation period
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Figure 6. Simulated monthly discharge for the Hunza basin during the
calibration and validation period

4.3. Model Performance Evaluation

Yogo station has very good daily and monthly R? values, indicating a substantial
correlation between observed and anticipated values. The daily and monthly NSE is
within the "Satisfactory" range, indicating that although the model's performance is good,
there is still space for enhancement in accurately reproducing the observed data. The
projections are biased by 12%, according to PBIAS values that are within a “Good” range.

Danyor station has satisfactory daily and monthly R? values, indicating a reasonable
correlation between observed and anticipated values. The daily and monthly NSE is also
within the "Satisfactory" range, indicating that there is still room for enhancement in
accurately reproducing the observed data. According to PBIAS values in the "Good"
category, the simulations are skewed by 12%.
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Table 3. The Daily and Monthly Value of Calibration and Validation

Calibration
Station Daily Monthly
R° | NSE |PBIAS (%)| R* | NSE |PBIAS (%)
Yogo | 0.76 | 0.6 12 0.7 | 0.5 12
Danyor | 0.68 | 0.59 12 0.65 | 0.59 12
Validation
Station Daily Monthly
R | NSE [PBIAS (%) | R* | NSE |PBIAS (%)
Yogo | 0.47 | 0.64 12 0.56 | 0.66 12
Danyor | 0.66 | 0.65 12 0.69 | 0.65 12

5. Conclusion

Soil and Water Assessment Tool (SWAT) was used in this study to create a hydrological
model for the Shyok and Hunza River basins, which are essential parts of the Upper Indus
Basin in the Hindu Kush-Himalayan region. Digital elevation models, soil data, remote
sensing maps of land cover, and meteorological data generated from satellites were all
combined in this study. Throughout the calibration and validation periods, the SWAT
model demonstrated high performance in reproducing river discharge, as shown by
several statistical indicators. Given these basins' crucial role in providing water to a
substantial portion of the population, these findings have significant implications for
evaluating the effects of climate change on river discharge in these high mountainous
regions and improving water resource management in Pakistan. The study emphasizes
the use of advanced hydrological modeling tools, such as SWAT, in tackling the issues
of climatic variability and freshwater scarcity in mountainous regions around the world,
with possible applications going beyond the Hindu Kush-Himalayan range.
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Abstract. In 2019, the official delimitation of the Brazilian biomes was updated
to a considerably more detailed description compared to the previous definition
that lasted 15 years. This work investigates the possible effects of such changes
in different political-administrative scales, ranging from biomes to the munici-
pality level. We define effect levels according to the changes between the biomes
in each scale, indicating the areas more subject to the changes in the newest ver-
sion of the Brazilian biomes. Depending on the scale of the study, the changes in
the Brazilian biomes might have significant effects, mainly in the Pampa biome,
in Piaui, Sdo Paulo, Sergipe, and Bahia states, and at the municipality level.

1. Introduction

A biome is an area of geographic space with dimensions up to exceeding one million
square kilometers, represented by a uniform type of environment, identified and classified
according to the macroclimate, phytophysiognomy, soil, and altitude, the main elements
that characterize the diverse continental environments [Walter 1986, Coutinho 2006]. Ex-
amples of biomes include tropical rainforests, savannas, tundras, deserts, and oceans.
Despite the difficulties in defining biomes, they help describe ecosystems’ function and
role in the Earth system [Moncrieff et al. 2016].

In Brazil, biomes are officially defined by the Brazilian Institute of Geogra-
phy and Statistics (IBGE). The six biomes' are (ordered by size) Amazonia, Cerrado,
Mata Atlantica, Caatinga, Pampa, and Pantanal. In 2004, IBGE and the Ministry of
Environment (MMA) produced an official biome map with a resolution of 1:5,000,000
[IBGE 2004]. It was the first official definition of Brazilian biomes, also called the first
approximation. At the time of this publication, several points still needed to be better
studied in the light of knowledge about more accurate information on the country’s natu-
ral resources [IBGE 2019].

In 2019, the official delimitation of the Brazilian biomes was updated to a consid-
erably more detailed description compared to the previous definition that lasted 15 years

'In this work, we focus only on the terrestrial biomes.

279



Proceedings XXIV GEOINFO, December 04 to 06, 2023, Sao José dos Campos, SP, Brazil.

[IBGE 2019]. It incorporates several conceptual and technological advances to the previ-
ous version of the biomes. The new version has a scale of 1:250,000, based on the latest
vegetation map for Brazil, produced in the same scale.

A Google Scholar search for the words “Brazilian biome IBGE” (with-
out quotes) returned more than 16,000 papers published from 2004 until 2023.
Some of these studies use the 2004 version of the Brazilian biomes, for ex-
ample [De Aradjo et al. 2012, Menezes et al. 2012, Rada 2013, Soterroni et al. 2019,
Rajao et al. 2020, Guerra et al. 2020, Bezerra et al. 2022, Arcoverde et al. 2023]. The re-
sults of articles that use the previous definition of the Brazilian biomes might be poten-
tially affected by the changes that took place in 2019.

In this work, we investigate the possible effects of the changes in the definition
of biomes in different political-administrative scales, ranging from biomes themselves to
the municipality level. We define effect levels to indicate the areas more subject to the
changes in the newest version of the Brazilian biomes.

2. Methodology

We use the biomes defined by IBGE for 2004 and 2019, shown in Figure 1°. Note how
the data in 2004 has several holes related to hydrography. Additionally, in some locations,
there are significant differences between the two versions of the biomes. Figure 2 shows
details of a region between Amazodnia and Cerrado. It is possible to see how the newest
version is more detailed.

Amazénia
Caatinga
Cerrado

Mata Atlantica

Biomes in 2019

Biomes in 2004
Pampa
as defined by IBGE / Pantanal

as defined by IBGE

Figure 1. Brazilian biomes in 2004 (left) and 2019 (right), as defined by IBGE.

The biomes maps are not directly comparable, mainly because the 2004 version
does not consider some rivers as part of the biomes. Additionally, they do not share pre-

2The data was obtained using R package geobr [Pereira et al. 2019], which is a copy of the original
data available in IBGE’s FTPat https://geoftp.ibge.gov.br/informacoes_ambientais/
estudos_ambientais/biomas/vetores/.

3All the Figures in this article are vectorial; therefore, it is possible to zoom in to see minor details in
the polygons.
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Figure 2. Detailing a region between Amaz6nia and Cerrado biomes.

cisely the same Brazilian limits. We use the official delimitation of Brazil from IBGE as
our basis for producing maps of biomes with the same limits. This dataset has a scale of
1:250,000, the same used by the 2019 version of the biomes. Using this data allows a fair
comparison of the areas of the biomes and assessing the changes in the state and munici-
pality scales. The procedure to create comparable biome maps uses the following steps:

1. Remove the areas of the biomes outside the IBGE’s delimitation for Brazil.

2. Compute the spatial difference between Brazil and the biomes, representing the
areas within Brazil that are not mapped by the biomes data. The resulting polygons
include the missing hydrography areas of 2004, for example. For 2004, there were
5,200 polygons covering 15.23 million hectares (Mha), or 1.79% of Brazil. For
2019, there are 13,285 polygons covering 0.54 Mha, 0.06% of Brazil. As the 2019
data is more detailed, it has considerably more missing polygons but an almost
insignificant missing area. These polygons will be added to the biomes maps to
guarantee that total area covered by the biomes is the area of Brazil, detailed in
the next steps.

3. Apply a buffer of approximately 1 meter to such polygons and then compute the
overlap with the biomes. The polygons that overlap only one biome are added to
the respective biome.

4. The remaining polygons overlap more than one biome. Compute the intersection
between these polygons and the biomes. The biome with a greater intersection
will contain the respective polygon.

5. Two polygons in 2004 cross biomes, as they represent the Sdo Francisco and To-
cantins rivers. They were split into three polygons each and allocated to the re-
spective biome.

The procedure above generates updated and comparable maps for the biomes. We
then investigate the following questions using these data:

1. How much area did each biome gain and lose from 2004 to 2019?

2. How much area of each state was affected by the changes in the biomes?

3. How many municipalities did each biome gain and lose from 2004 to 2019?

4. How much area of each municipality was affected by the changes in the biomes?
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Based on the results of these questions, we analyze the changes in the different
scales. We consider that changes below 5% are not relevant, between 5% and 50% have
considerable relevance, between 50% and 90% have high relevance, and above 90% have
huge relevance.

3. Results

Figure 3 shows the resulting maps of biomes for 2004 and 2019. We can see that the 2004
map fixes the hydrology issues. The 2019 map is very similar to the original one, but
there are some differences, such as the area of Lagoa dos Patos in the southernmost part
of the country (compare the right map with the respective map in Figure 1).

gﬂ\f@i\

7
> Biomes

Amazoénia
Caatinga
- Cerrado
Biomes in 2019 ) 5? Mata Atlantica
. Pampa
after processing ) Pantanal

Biomes in 2004
after processing

<3

Figure 3. Brazilian biomes in 2004 (left) and 2019 (right) after processing.

Table 1 shows the extent of each Brazilian biome in 2004 and 2019. In the final
balance between gained and lost areas, most of the biomes experience minor relative
changes in size, except for Pampa, which had an increase of nearly 10%. The Mata
Atlantica and Cerrado biomes reduced their areas while the other biomes gained. Pantanal
was the only one that kept its total area. In general terms, most of the area lost by Mata

Table 1. Area of the Brazilian biomes (in Mha). The Difference and Delta columns
are for 2019 compared to 2004.

| Biome | Area 2004 | Area 2019 | Difference | Delta (%) |
Amazonia 421.73 423.42 1.69 0.40
Caatinga 83.07 86.62 3.55 427
Cerrado 204.73 199.18 -5.55 271
Mata Atlantica 112.31 111.02 -1.29 -1.15
Pampa 16.51 18.13 1.62 9.81
Pantanal 15.15 15.15 0.00 0.00
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Table 2. Changes in area of the Brazilian biomes (in Mha).

’ Biome \ Amaz. \ Caatinga \ Cerrado \ M. Atl. \ Pampa \ Pant. \ Tot 2019 ‘
Amazonia 418.87 0.00 4.07 0.00 0.00 | 047 | 42341
Caatinga 0.00 75.77 9.45 1.40 0.00 | 0.00 86.62
Cerrado 2.80 6.76 | 184.57 442 0.00 | 0.63 199.18
Mata Atlantica 0.00 0.55 5.60 | 104.58 0.30 | 0.00 111.03
Pampa 0.00 0.00 0.00 191 | 1621 | 0.00 18.12
Pantanal 0.06 0.00 1.05 0.00 0.00 | 14.05 15.16
Total 2004 421.73 83.08 | 204.74 | 112.31 | 16.51 | 15.15 853.52

Atlantica moved to Pantanal, and most of the area lost by Cerrado moved to Amazo6nia
and Caatinga.

Although most biomes did not significantly change their areas in the final balance,
there were notable changes in their borders as they exchanged limits with their neighbors.
Table 2 shows the gains and losses of each biome’s related areas. For example, Amazonia
gained 4.07 Mha from Cerrado and 0.47 Mha from Pantanal but lost 2.80 Mha to Cerrado
and 0.06 Mha to Pantanal. All the zero values in the table indicate that the respective
biomes do not share borders. The main diagonal represents areas that did not change
between versions.

Figure 4 shows the areas that changed between biomes on top of the Brazilian
state limits highlighting the gained areas in each biome. For example, along the border

New Biome

Amazbnia
Caatinga
Cerrado

Mata Atlantica
Pampa
Pantanal

Figure 4. Areas that changed between biomes on top of Brazilian states.
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Table 3. Overlaps of changing biomes within states (in Mha).

State Total | Area that changed | Percentage (%)
area between biomes
Piaui 25.26 7.61 30.13
Sao Paulo 24.89 4.88 19.61
Sergipe 2.20 0.27 12.27
Bahia 56.69 6.73 11.87
Minas Gerais 58.84 5.03 8.55
Rio Grande Do Sul | 26.91 2.21 8.21
Mato Grosso Do Sul | 35.82 2.48 6.92
Mato Grosso 90.68 5.88 6.48
Alagoas 2.79 0.18 6.45
Pernambuco 9.86 0.52 5.27

between the Caatinga and Cerrado biomes, the gained areas in Caatinga are highlighted
in yellow and the gained areas in Cerrado are in salmon.

Table 3 quantifies the states that had more than 5% of change. Rio Grande do Sul
is on the list as it contains the whole Pampa biome. However, on this scale, other states
also had some effects, some even more than Rio Grande do Sul. It is worth mentioning
that more than 30% of the Piaufi state changed biome, primarily moving from Caatinga
to Cerrado. Sdo Paulo had almost 20% of change, transitioning from Cerrado to Mata
Atlantica. Sergipe and Bahia had more than 10%, primarily moving from Cerrado to
Caatinga and from Mata Atlantica to Caatinga, respectively. Studies that rely on the
previous definition of biomes in these states could have a considerable effect.

Considering the Brazilian municipalities, although the number of municipalities
in each biome does not change considerably (except for Pampa), there are significative
changes in Caatinga, Cerrado, and Mata Atlantica, as shown in Table 4 (note that the
sum of the municipalities in each biome is greater than the number in Brazil as munici-
palities can belong to more than one biome). Cerrado is the biome that gained and lost
most municipalities, as it shares its border with all other biomes but Pampa. Therefore,

Table 4. Number of municipalities in each biome that changed from 2004 to 2019.

| Biome | Total 2004 | Added | Removed | Total 2019 |
Amazonia 553 +8 -3 558
Caatinga 1223 +91 -102 1212
Cerrado 1398 | +158 —-121 1435
Mata Atlantica 3055 | +118 -93 3080
Pampa 173 +87 24 236
Pantanal 26 +1 -5 22
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studies at the municipal level using biomes might have significant changes if changing the
biomes map.

Looking at the municipalities themselves, 163 have 100% of change in their
biomes. Table 5 shows the results for municipalities grouped by states. Beyond the
previous states, Tocantins, Sergipe, Paraiba, and Rio Grande do Norte states have mu-
nicipalities with more than 90% of change in their biomes. Sdo Paulo and Minas Gerais,
the two states with more municipalities, were the ones with more municipalities with
more than 5% of change in the biome. A total of 749 municipalities, or 13.4% of Brazil,
have some effect related to the newest version of the biomes.

Table 5. Number of municipalities per state with more than 5%, 50%, and 90% of
change in their biomes.

| State [n>5% [n>50% [ n>90% |
Sao Paulo 199 114 45
Minas Gerais 129 50 14
Piaui 116 88 56
Rio Grande do Sul 100 59 19
Bahia 77 26 12
Pernambuco 31 24 12
Mato Grosso do Sul 26 5 2
Tocantins 22 4 3
Sergipe 17 11 3
Alagoas 13 6 1
Paraiba 11 9 5
Rio Grande do Norte 8 4 2
Total 749 400 174

4. Conclusions

Depending on the political-administrative scale, the changes in the official delimitation of
the Brazilian biomes might have significant effects, especially in the following areas:
* Pampa biome;
» Caatinga, Mata Atlantica, and Cerrado biomes, particularly within the municipal-
ity level.
* Piaui, Sao Paulo, Sergipe, and Bahia states, but also in Minas Gerais, Rio Grande
do Sul, Mato Grosso do Sul, Mato Grosso, Alagoas, and Pernambuco;
* Municipalities in the previous states and also from Tocantins, Paraiba, and Rio
Grande do Norte.

Other spatial representations might not produce significant changes (less than 5%). Dif-
ferent resolutions require further investigation, but the results shown in this article can
present an initial analysis.

Studies that examine more than one contiguous biome at the municipality level
might have reduced effects, as the changes in one biome are directly related to its
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neighbors. The borders between Caatinga and Cerrado and between Cerrado and Mata
Atlantica have more changes in municipalities. Studies that use these two combinations
of biomes might have smaller effects on the changes in municipalities.

Changes in biome boundaries have a significant impact on studies and the plan-
ning of priority areas for conservation, ecological connectivity, zoning, the establishment
of conservation units and enforcement of national legislations. Many of these decisions
are made at the level of Federative Units. This research can contribute to a better under-
standing of these changes, facilitating the potential adaptation of ongoing projects and
initiatives. It is worth noting that, as other biophysical cartographic bases are updated, the
limits of biomes will also require adjustments. Brazilian institutions must be prepared to
adapt to these changes.

Two types of analyses can be developed based on this study. Firstly, an investiga-
tion of the land use and cover changes that transitioned between biomes. Which biomes
have seen gains or losses in native vegetation, and do these areas have experienced in-
tensive land use? Secondly, an assessment of the implications of these changes in the
implementation of national legislation. Two major examples of key laws that refer to the
Brazilian biomes are the Native Vegetation Protection Law (No. 12,651/2012), also know
as Brazil’s Forest Code, and the Atlantic Forest Law (No. 11,428/2006). What are the
possible effects of those changes in conservation policies? How much do these changes
impact legal reserves within the Legal Amazon?

It is possible to use the methodology presented in this study to investigate new
definitions of biomes for Brazil. The scripts that implement the method of this study were
written in R using the sf package [Pebesma et al. 2018]. All scripts and data presented in
this paper are available on GitHub?.
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Abstract. The Pauliceia 2.0 platform is an outcome of a project in which
collaborators and volunteers are encouraged to share historical research about
So Paulo from 1870 to 1940, a period of growth and modernization. The
Geocoding Web Service is an essential component of the platform. Currently,
the web service's data is processed and input essentially manually by HIMACO
and IT project teams. This process increases the time between data collection
and data availability while also making data cleaning more difficult and error-
prone. The current work aims to address this issue by developing a solution that
provides a user-friendly data input interface while also automating or semi-
automating the treatment and data input into the Geocoding Web Service for
the HIMACO team. This was accomplished by building a prototype and
applying software engineering techniques. The HIMACO team is currently
evaluating the prototype.

Resumo. A plataforma Pauliceia 2.0 é resultado de um projeto em que
colaboradores e voluntarios sdo incentivados a compartilhar pesquisas
historicas sobre Sdo Paulo de 1870 a 1940, periodo de crescimento e
modernizagdo. O Servico Web de Geocodificagdo é um componente essencial
da plataforma. Atualmente, o tratamento e cataloga¢do dos dados utilizados
pelo servigo web de geocodificagdo sdo feitos, praticamente de forma manual
pelas equipes do HIMACO e da TI do projeto. Esse processo aumenta o tempo
entre a coleta e a disponibilidade dos dados, ao mesmo tempo que torna a
limpeza dos dados mais dificil e propensa a erros. Para resolver este problema,
o presente trabalho visa desenvolver uma solu¢do que automatize ou
semiautomatize o tratamento e entrada de dados do Servico Web de
Geocodificagdo Historica, ao mesmo tempo que disponibiliza uma interface
amigavel para entrada de dados utilizada pela equipe do HIMACO. Utilizando
técnicas de Engenharia de Software, foi criado um prototipo para este fim.
Atualmente, o protétipo estd em processo de avaliacdo pela equipe HIMACO.
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1. Introduction

The Pauliceia 2.0 platform is a collaborative project contribution by providing historical
maps of Sdo Paulo spanning the period from 1870 to 1940 (Ferla et al., 2020). Layers for
the platform are created through the vectorization process using data from registration
books and maps. In this case, the majority of historical data sets identify previous physical
places through textual addresses (Ferreira et al., 2018). The process by which textual data
is converted into geographical information is known as geocoding. As a result, a
Geocoding Web Service that transforms outdated textual addresses into geographic
coordinates is an essential part of the Pauliceia platform (Ferreira et al., 2018).

During the initial phase of the Pauliceia Project, several collaborations have been
developed with several institutions, namely Universidade Federal de Sao Paulo
(UNIFESP) / EFLCH (School of Philosophy, Modern Languages, and Human Sciences)
and ICT (Institute of Science & Technology), Instituto Nacional de Pesquisas Espaciais
(INPE), Arquivo do Estado de Sao Paulo, and Emory University. At present, the Pauliceia
2.0 Platform is being utilized by researchers from several institutions, such as UNIFESP,
Instituto Tecnolégico de Aeronautica (ITA), Emory University, and the University of
North Carolina, as part of Phase 2. Consequently, new requirements arise, requiring
updates to the Portal's functionalities as well as a spatial extension to accommodate
additional study areas (Fook et al., 2021).

For the Geocoding Web Service, data input and availability processes are carried
out independently. The first process is performed by HIMACO (History, Maps, and
Computers) team from EFLCH, and another one by TI team. As a result, the primary goal
of this work is to bridge the gap between these two groups by developing a solution to
ensure consistency and efficiency in the availability of Geocoding Web Service
Pauliceia's data. The goal of the approach is to apply Software Engineering techniques to
provide a computational solution to automate the HIMACO team's workflow and input
data treatment for historical Geocoding Web Service. As a result, the time between
delivery of addresses and their availability on the platform's map is reduced, while data
consistency in the cleaning process is improved.

The paper is organized as follows: Section 2 provides a theoretical foundation for
this work. Section 3 depicts the work development and discusses the improvements made
to this point, while Section 4 depicts the Final Considerations.

2. Theoretical Foundation
2.1 Pauliceia 2.0

As mentioned earlier, the central aim of Pauliceia 2.0 is to make a digital platform that
encourages collaborative mapping of Sao Paulo's urban-industrial modernization history
from 1870 to 1940 and is available to researchers (Ferla et al., 2020).

The Pauliceia 2.0 platform operates as an open-source, web-based system with a
service-oriented design. A service-oriented architecture facilitates seamless data and
functionality exchange among various systems, enhancing integration and
interoperability across different technologies. Spatiotemporal vector data in Pauliceia is
stored within a PostGIS database system, while raster data is stored in Geotiff files. The
architectural framework has two sets of web services, as illustrated in Figure 1.
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The initial set comprises geographical web services conforming to the standards
of the Open Geospatial Consortium (OGC). These include the Web Map Service (WMS)
for rendering map images, the Web Feature Service (WFS) for managing vector data, the
Web Coverage Service (WCS) for handling coverage data, and the Catalog Service Web
(CSW) for managing metadata related to spatiotemporal data, services, and associated
objects (Longley et al., 2013). OGC's contributions have been instrumental in advancing
geospatial data interoperability through the establishment of web service standards for
visualizing, distributing, and processing geospatial data. The second set consists of the
VGI (Volunteered Geographic Information) protocol and Geocoding Web Services
(Sansigolo, 2017; Mariano et al., 2018).

Paulicela
| web
3 portal

i J
H Pauliceia Web Services

OGC Web Services

Volunteered Geographical
Information Management

[wms | [ wes | e
‘ WFS | cSW Spatiotemporal Geocoding
i 8

Spatiotemporal database

=

{ PostGIS

Figure 1: Pauliceia 2.0 Platform Architecture (Ferreira et al., 2018).

The authors emphasize that the presence of Geocoding Web Service is an essential
feature of the architecture. According to Ferreira et al. (2018), numerous geocoders have
been proposed for effectively processing contemporary addresses; however, these
geocoders do not address the handling of historical data. An historical geocoder must
work with spatiotemporal data sets, or spatial entities whose geometries and properties
change through time. The primary difficulties associated with developing an address
geocoding system for historical data mostly originate from the diverse range of changes
in street and building names, geometry, and numeration systems during different time
periods. Every spatial element, such as a street segment and a location with an address,
has an associated period in the Pauliceia 2.0 database that specifies how long it is valid
for.

2.2 Historical Geocoding Web Service

The Pauliceia 2.0 platform allows historians to share geographic data from the past that
is the result of their research. Textual addresses are utilized by most historical data
collections to denote past spatial locations. Thus, a geocoding web service was developed
with the ability to transform textual historical addresses into corresponding geographic
coordinates.

The development of the geocoding web service intended to enhance the
capabilities of the OGC standard services, addressing specific and essential requirements
of the Pauliceia 2.0 Project. Historians can geocode a single address or a group of
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addresses using CSV files by using this web service. Every address must contain the street
name, house number, and year. From the historical locations and street segments kept in
the platform database, the service calculates the geographic coordinates related to the
addresses.

3. Optimization of input data processing for the Historical Geocoding Web
Service

The following subsections describe the steps performed during this work.
3.1 Requirements identification

This work primarily revolves around addressing the challenge of capturing both a client's
needs and a project's requirements. The initial and significant phase of this work centers
on functional requirements, non-functional requirements, and the requirements gathering
process, including meetings and consultations with the stakeholders (Pressman and
Maxim, 2021). The first part of this challenge involved applying techniques that would
help achieve the goal of understanding the needs of the stakeholders.

Upon engaging with the HIMACO team, a clear perspective emerged regarding
their specific needs. After applying requirements identification techniques, such as
Interviews, Workshops and Prototyping, three main requirements were identified: a
streamlined means of inputting data directly into the platform without third-party
assistance; a user-friendly method to visualize their previously collected data; and
avoiding a laborious one-by-one approach. Considering that the requirements of a system
are a description of what the system should do, after the stakeholders meeting, it was clear
what the difficulties were that the system should resolve.

As aresult of this task, there is a list of functional requirements, one of the artifacts
obtained by applying requirements identification techniques with the HIMACO
researchers. Table 1 contains some, and the Use Case Diagram with application
requirements is shown in Figure 2. Based on these requirements, a specification and a
prototype were developed, following the visual identity of the Pauliceia Platform 2.0.

Table 1 - Partial list of requirements

RO01 - The data must be validated before inclusion in the Geographical
Database.

R0O02 - There should be a functionality that allows you to view the cataloged
address in database.

R0O03 - The new data must be inserted individually, through a form

R0O04 - The new data must be inserted in a batch form, by importing files.

ROO0S5 - The information contained in a line of the Address cannot be
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Figure 2: Application' Use Case Diagram. Source: Authors.

3.2 Prototype production

Subsequently, the focus of the project shifted to capturing the demands of a CRUD
(Create, Read, Update, Delete) process, its user interface aspects, and also the importance
of maintaining the site's identity in order to inherit the already-built user experience. The
Pauliceia platform interface is presented in Figure 3.

Figure 3 - Pauliceia 2.0 Platf interface (Ferla et al., 2020)

Another step in completing this interface involved identifying the essential tools
necessary for its development. A critical non-functional requirement that needed to be
respected was the utilization of Python as the primary backend language. This choice was
made because there was already an existing process in the file upload method on the
platform that uses Python, as well as other existing aspects of Pauliceia 2.0. Furthermore,
for the creation of an API solution supporting the backend of the forms interface, Django
framework proved to be simple and versatile due to its built-in models and the way an
interface could be easily developed with the use of its Views method (Dauzon et al.,
2016).

The HIMACO team did not provide this approach, but rather the team's developer
did, and it provided a flexible way to meet two different requirements. One way to think
about the data catalog is to send the data directly to the production database or its test
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version, but another approach is to send them to a staging database, in case further
processing is needed or implementation of new features is needed before consolidating
the final database.

Figures 4 and 5 show the interface of the prototype obtained. The core idea was
to allow users to log in to Pauliceia 2.0 and access an area for inserting new data into the
platform database, leading them to the next page. As evident, this page shows the typical
forms format, with variables with the placement for Address and Address Book catalog
entries, among others. Positioned on the left, is a menu offering various other options,
enabling users to navigate and access additional features.

(®)

Figure 4 - (a) Basic form for data input; (b) CSV file data uploader. Source: Authors.

One of the most challenging aspects of this project emerged in how the research
team gathered the information. This is where JavaScript proved to be very beneficial. Due
to the working method of the research team, which involved initially collecting
information from books and manually recording all details, it became crucial to provide
a mechanism for passing digital input to a later stage. Thus, the need to avoid the task of
inputting each individual record one by one led to the development of a feature enabling
the batch upload of data saved within a spreadsheet file.

Finally, the prototype gives the user access to the entire database (third button).
This feature will need to be carefully improved in the future, when Pauliceia service will
be much more populated with data than it is now. But, for now, it attends one of the main
requirements for the initial project.

Figure 5 - Database data Visualization. Source: Authors.

The obtained prototype, as depicted in Figure 4, showcases an interface where
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users have the option to input data directly into the forms, either one by one or many as a
batch input. This approach enables immediate data validation, ensures proper formatting,
and improves the data process significantly. For instance, dates can be automatically
generated, reducing the need for manual entry. In possession of a mobile phone, users can
seamlessly perform this task while concurrently consulting their address book,
maintaining a smooth workflow.

An example of historical data that can be inserted in this way can be found in
(Mariano et al, 2018). In scenarios requiring batch data uploads, the second button shown
in Figure 4 serves this purpose. This feature allows users to upload a CSV file containing
multiple sets of data to the database. Currently, respecting the database format is essential,
although the long-term objective is to develop a natural language processing approach
that enhances this feature's capabilities for the user.

The final feature, aligned with the primary requirements, facilitates researchers'
access to previously provided data. By navigating to the form presented in Figure 5, users
can review historical data, including addresses and other pertinent information that has
been supplied to the platform.

3.3 Results and Discussion

After studying Software Engineering and Requirements Engineering techniques and
concepts, it was possible to establish a baseline for evaluating the issue. This work's main
challenge is to reduce the existing gap during input data processing for the Historical
Geocoding Web Service. This process is required in order to add new study areas to the
Pauliceia 2.0 Platform. The current workflow can be seen in Figure 6.

@ 4
'.

ﬂ i v
Table of Street Address production Historical Geocoding ’

Adjustments Web Ser\n(e

= and corrections \
Search for addresses in Documental Geographic Database E

Sources: update
* Location Books

ll

* Street Guide

* Almanacs and classified
* Mapping Base
TableOfStreetAddressProcessing
Pauliceia Web Portal

Analysis and
preprocessing of Table of
Street Address data

Figure 6: Current workflow. Source: Authors.

As shown in Figure 6, there are few steps in the workflow for the Pauliceia
platform to have the input data for use of the Historical Geocoding Web Service. In the
beginning, HIMACO researchers used to gather addresses from documentary sources like
location books, street guides, etc. Such information is summarized in the spreadsheet
called Table of Street Address (steps 1 and 2). The Project IT Team receives the Table of
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Street Address and assesses and preprocesses the data (steps 3 and 4). The spreadsheet is
sent back to HIMACO for any necessary revisions if any inconsistencies are found. The
process is repeated until the Table of Street Address is ready to be sent into the algorithm
that will catalog that data into the Pauliceia geographic database (steps 2 and 3). The
Historical Geocoding Web Service will later on use this data. Typically, the carrying out
of steps 2 and 3 causes delays in the delivery of data for the historical geocoding web
service.

After identifying the requirements of the researchers of the Pauliceia platform, an
application was specified in order to eliminate the detected delay. With the use of the
developed application, the workflow has been optimized, as shown in Figure 7.

|

N

o
©
-
!I
e

Geographic Database

Search for addresses in Documental update

Sources:

* Location Books

* Street Guide Table of Street Address lelonal Geocoding
+ Almanacs and classified input Focm Web Service

* Mapping Base '

TableOfStreetAddressProcessing

N

Pauliceia Web Portal

Figure 7: Optimized workflow. Source: Authors.

Steps 2 and 3 of the current workflow were combined into a single phase (step 2)
in the workflow developed after specification and prototype construction, where the
produced application ensures consistency and gets the data ready for insertion into the
database. The elimination of delay is observed in the process.

Due to ongoing server migration from the INPE server to the UNIFESP server,
the project has not yet been deployed to a platform. The project can therefore still be used
locally and acts as a script that can be run while connected to the server.

4. Final Considerations

This work consisted of the study of Software Engineering techniques to improve the
understanding of the demands of the HIMACO team, who manage the Pauliceia platform.
More especially on the processing of data used by the historical Geocoding Web Service.

From the use of Requirements Engineering techniques it was possible to assess,
diagnose and propose a computational solution to optimize the workflow for including
data used by the Historical Geocoding Web Service of the Pauliceia 2.0 platform. Thus,
this work has achieved the objectives initially outlined, and it will significantly improve
both historical and computational team work.

In order to further enhance the functionality and usability of the built application,
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it is advisable to integrate it within the Pauliceia platform environment in future
endeavors. As previously stated, the infeasibility of this task is attributed to the ongoing
movement of the Pauliceia platform from the server hosted by the Instituto Nacional de
Pesquisas Espaciais (INPE) to the server operated by the Universidade Federal de Sao
Paulo (UNIFESP).
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Abstract. The Atlantic Forest is a biome rich in biodiversity but highly
threatened by deforestation. The study addresses the challenges of monitoring
deforestation in the PRODES Mata Atlantica monitoring system and its
innovations in remote sensing techniques. We highlight the benefits of the
transition from Landsat series to high spatial resolution Sentinel-2 images, as
well as the challenges with the adoption of semi-automatic classification
algorithms to process image time series. This work reviews existing approaches
for automated deforestation detection, including the fusion of optical and SAR
data. We stressed the need to consider local and seasonal factors for accurately
detecting forest removal in the Atlantic Forest.

1. Introduction

The Brazilian Atlantic Forest is a biodiversity hotspot composed of forest and non-forest
ecosystems, characterized by high endemism and 1,923 species at risk of extinction
[Mittermeier et al. 2011]. It occupies 15% of the national territory, 17 states, and
3,249 municipalities, and is the only biome in Brazil whose predominant land cover class
is not original vegetation [IBGE, 2019; SOS Mata Atlantica, 2022]. Less than 8% of the
biome has remained untouched since deforestation began more than 500 years ago [CEPF
2001]. When considering intermediate secondary vegetation and fragments smaller than
100 ha, the estimated natural vegetation coverage ranges from 11.4% to 16% [Ribeiro et
al. 2009]. Despite ongoing efforts to restore the Atlantic Forest [Melo et al. 2013;
Romanelli et al. 2022; Shennan-Farpon et al. 2022], more than 1,300 km? of biome
fragments have been deforested annually on average over the last 10 years [TerraBrasilis
2023]. Furthermore, due to its vast geographic extent and the resulting diverse
phytophysiognomies, monitoring deforestation in the Atlantic Forest is challenging for
remote sensing systems.

In 1978, the National Institute for Space Research - INPE demonstrated the
feasibility of using orbital remote sensing to map deforestation [Tardinet al., 1979 and
Tardinet al., 1978], which led to the Monitoring of Deforestation in the Legal Amazon by
Satellite Project - PRODES. From 1988 to 2000, deforestation was mapped by visual
interpretation on photographic paper and, later, by digital methods [Shimabukuro et al.
2000]. Since 2002, the mapping has been carried out by photointerpretation in the
TerraAmazon computer system [Terraamazon, 2021], and its results published online.
PRODES uses Landsat 8 or similar images to map clear-cut areas, with more than
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6.25 hectares, compatible with minimum and maximum scales, respectively, 1:125,000
and 1:75,000.

In 1990, the SOS Mata Atlantica Foundation and INPE began mapping the forest
remnants of the Atlantic Forest, also using Landsat images [SOS & INPE, 1998]. In 2015,
the Ministry of the Environment established the Biome Environmental Monitoring
Program (PMABB) via satellite, including the monitoring of deforestation in the Atlantic
Forest. With the PMABB, deforestation was mapped bi-annually, between 2000 and
2016, and annually from 2017 to 2022, giving rise to the PRODES Mata Atlantica Project
(PRODES-MA) which will continue the monitoring task [Amaral et al. 2023]. A
challenge that arose from all these years of digital mapping was the analysis of large time
series to automatically detect deforestation. The possibility of using time series, mosaics,
data cubes, and better-resolution images offers promising alternatives for improving
PRODES-MA. However, this methodological transition must preserve the quality of
monitoring.

In recent years, the expansion and free access to satellite image collections have
expanded the potential for monitoring forest cover globally [Hansen et al. 2013].
However, the automatic classification of these datasets to monitor deforestation in
Brazilian biomes is still inaccurate when compared to the efficiency of human
interpretation. Furthermore, large data sets require storage, processing, dissemination,
and analysis technologies. Approaches that have used remote sensing images in time
series have advanced in the development of algorithms to access, process, evaluate data
quality, and analyze the results of automatic classifications related to changes in land use
and cover [Ferreira et al. 2020; Gomes et al. 2020; Gomez et al. 2016; Woodcock et al.
2020].

Automatic classification algorithms, such as those available in the package
Satellite Image Time Series (SITS), have assisted automatic classification in the
systematic mapping of land use and cover, as carried out by INPE in the TerraClass
project [Terrabrasilis, 2023]. To facilitate this type of analysis, recent initiatives have
produced and made available time series as Analysis Ready Data in data cubes [Killough
2019; Lewis et al. 2017]. Specifically, the Brazil Data Cube (BDC) has built a valuable
source of data for monitoring Brazilian biomes [Ferreira et al. 2020; Picoli et al. 2020;
Simoes et al. 2021].

A commonly used way to detect deforestation is by comparing temporal maps of
land use and cover. The MapBiomas project, for example, uses the Random Forest
algorithm to classify land use and cover, annually. The classifier is trained with reference
samples collected with the aid of maps, historical series, and visual interpretation of
satellite images. Then, the MapBiomas automatically classify images into forest, field,
agriculture, pasture, urban area, and other classes. The deforestation mapping in this case
is attributed to the difference between land cover classes in the maps across the years
[Souza et al. 2020].

However, to date, there is no completely automatic and direct mapping of
deforestation in Brazil based on the spectro-temporal pattern of a given area, especially
in the Atlantic Forest biome. It is believed that such a system would bring greater
precision in detecting the limits of deforestation, reproducibility, and agility in data
production. For that, this article aims to discuss methodological alternatives for the
automatic detection of deforestation in the Atlantic Forest to assist the digital transition
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to PRODES-MA. Two guiding questions are: 1) What are the main methodological
challenges for automatic mapping of deforestation? 2) How can image time series
classification help the automatic detection of deforestation?

Initially, the current methodology and the main challenges faced by the team in
PRODES-MA and by other projects at INPE are presented. These aspects may be relevant
in the process of automatic detection of deforestation. Next, articles on detecting
deforestation based on image time series analysis are discussed, regardless of the biome.
Finally, the methodological possibilities for automatically detecting deforestation are
summarized, considering the geographic extent, heterogeneity, and other particularities
of the Atlantic Forest.

2. The existing methodology and initial testing for PRODES-MA

The mapping of deforestation in the Atlantic Forest up to 2022 followed the methodology
developed and used in the PRODES-Amazonia [INPE, 2023a] and PRODES-Cerrado
[INPE, 2023b] Projects. This methodology is based on: visual analysis at 1:75,000 scale;