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ABSTRACT

The ionosphere hosts co-seismic ionospheric disturbances or Ionoquakes during
earthquakes due to Seismo-Atmosphere-Ionosphere (SAI) coupling, in which seis-
mic vibration at the surface of the Earth triggers coupled energetics into the atmo-
sphere and ionosphere in the form of various atmospheric/plasma waves. Ionoquake
detection from Doppler radars, Total-Electron-Content (TEC) measurements from
GNSS receivers, and magnetometers have revealed them to be the potential can-
didate for monitoring earthquake energetics in space. Continuous coverage around
the globe from GNSS networks made it possible to monitor disturbances in TEC
around seismic faults with high spatial/temporal resolutions and to detect iono-
quakes unambiguously. This monitoring mode offers the possibility to connect iono-
quakes energetics with earthquake energetics such as the magnitude, vertical ground
velocity (or "uplift"), seismic energy, and epicenter location of an earthquake. More-
over, continuous monitoring may facilitate the rapid detection of the ionoquakes in
Near-Real-Time (NRT) when the earthquake mainshock is still on. Currently, no
reliable tools provide information on earthquake energetics from monitoring the at-
tributes of ionoquakes. Also, no report is available on the rapid ionoquake detection
in less than 400 seconds from the mainshock, a progressive scenario towards NRT
monitoring of ionoquakes. This thesis aims to deal with these unresolved research
topics and focuses on the following specific issues: (1) Detection of the ionoquakes
associated with moderate and weak earthquakes, (2) Detection of the rapid iono-
quakes and their validation with the simulation, (3) Quantification of the relation
between ionoquake and earthquake energetics. The thesis executes the following
tasks to address these issues: (1) Develop a strategy to detect ionoquakes associ-
ated with moderate and weak earthquakes (Chapter 3), (2) Development of the fast
mathematical solver for the ionoquake simulation (Chapter 4), (3) Development of
methods to detect and monitor the energetics of rapid ionoquakes during few se-
lected strong earthquakes (Chapter 5), (4) Validation of rapid ionoquake detections
using fast simulation (Chapter 6), (5) Selection of recent 50 strong earthquakes for
which TEC and seismometer data are available (Chapter 7). The main results of the
thesis are the following: (1) In the combined framework of observation and simula-
tion, ionoquake detection from moderate and weak earthquakes is possible; (2) New
methodology detects rapid ionoquakes in 250-400 seconds from the time of peak seis-
mic uplift; (3) The simulation validates the rapid ionoquake detection by producing
the ionoquakes of similar energetics as those from observation; (4) The simulation
produces rapid ionoquakes in a simulation time faster than their detection time; (5)
Positive correlation larger than 0.8 between earthquake and ionoquake energetics.

Keywords: Earthquakes. Seismo-Atmosphere-Ionosphere (SAI). Simulation of the
SAI numerical and analytical code. TEC-GNSS. Co-seismic ionospheric disturbances
or Ionoquakes. Rapid ionoquakes.
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ESTUDO OBSERVACIONAL E DE SIMULAÇÃO DE DISTÚRBIOS
IONOSFÉRICOS CO-SÍSMICOS RÁPIDOS E DE PEQUENA

AMPLITUDE DURANTE TERREMOTOS FRACOS A FORTES
RESUMO

A ionosfera hospeda distúrbios ionosféricos co-sísmicos ou Ionoquakes durante ter-
remotos devido ao acoplamento sismo-atmosfera-ionosfera (SAI), no qual a vibração
sísmica na superfície da Terra desencadeia energias acopladas na atmosfera e ionos-
fera na forma de vários efeitos ondas atmosféricas/ondas de plasma. A detecção de
ionoquake de radares Doppler, medições de conteúdo total de elétrons (TEC) de re-
ceptores GNSS e magnetômetros revelaram que eles são o candidato potencial para
monitorar a energia do terremoto no espaço. A cobertura contínua em todo o mundo
a partir de redes GNSS tornou possível monitorar distúrbios no TEC em torno de
falhas sísmicas com altas resoluções espaço/temporais e detectar ionoquakes inequiv-
ocamente. Este modo de monitoramento oferece a possibilidade de conectar energias
de ionoquakes com energias de terremotos, como magnitude, velocidade vertical do
solo (ou "elevação"), energia sísmica e localização do epicentro de um terremoto.
Além disso, o monitoramento contínuo pode facilitar a detecção rápida dos iono-
quakes em tempo quase real (NRT) quando o tremor principal do terremoto ainda
está ativo. Atualmente, nenhuma ferramenta confiável fornece informações sobre a
energia dos terremotos a partir do monitoramento dos atributos dos ionoquakes.
Além disso, nenhum relatório está disponível sobre a detecção rápida de ionoquake
em menos de 400 segundos a partir do tremor principal, um cenário progressivo em
direção ao monitoramento NRT de ionoquakes. Esta tese visa lidar com esses tópi-
cos de pesquisa não resolvidos e se concentra nas seguintes questões específicas: (1)
Detecção dos ionoquakes associados a sismos moderados e fracos, (2) Detecção dos
ionoquakes rápidos e sua validação com a simulação, (3) Quantificação da relação
entre ionoquakes e energia sísmica. A tese executa as seguintes tarefas para abordar
essas questões: (5) Desenvolver uma estratégia para detectar ionoquakes associados
a terremotos moderados e fracos (Capítulo 3), (2) Desenvolvimento do solucionador
matemático rápido para a simulação de ionoquake (Capítulo 4), (3) Desenvolvimento
de métodos para detectar e monitorar a energia de ionoquakes rápidos durante al-
guns terremotos fortes selecionados (Capítulo 5), (4) Validação de detecções rápidas
de ionoquake usando simulação rápida (Capítulo 6), (1) Seleção de 50 terremotos
fortes recentes para os quais dados TEC e sismômetros estão disponíveis (Capí-
tulo 7). Os principais resultados da tese são os seguintes: (1) No quadro combinado
de observação e simulação, é possível a detecção de ionoterremotos de terremotos
moderados e fracos. (2) Nova metodologia detecta ionoquakes rápidos em 250-400
segundos a partir do momento do pico da elevação sísmica; (3) A simulação valida
a detecção rápida de ionoquake produzindo os ionoquakes de energéticas similares
aos da observação; (4) A simulação produz ionoquakes rápidos em um tempo de
simulação mais rápido que o tempo de detecção; (5) Correlação positiva maior que
0,8 entre as energéticas de terremotos e ionoterremotos.

Keywords: Terremotos. Sismo-Atmosfera-Ionosfera (SAI). Simulação de SAI do
código numérico e analítico. TEC-GNSS. Distúrbios ionosféricos co-sísmicos ou iono-
quakes. Ionoquakes rápidos.
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1 INTRODUCTION

Earthquakes (EQs) can generate disturbances in the ionosphere, referred to as Co-
seismic Ionospheric disturbances (CID, or "ionoquakes"). The seismic vibrations
at the ground trigger coupled energetics in the overlying geosphere that transfer
a significant part of the seismic energy and momentum to the atmosphere and
ionosphere (CALAIS; MINSTER, 1995; CALAIS; MINSTER, 1998; ARTRU et al.,
2004; LOGNONNÉ, 2009; ASTAFYEVA et al., 2014; AFRAIMOVICH et al., 2013;
ASTAFYEVA, 2019b; SANCHEZ et al., 2022; SUNIL et al., 2022). This Seismo-
Atmosphere-Ionosphere (SAI) coupling involves upward propagating atmospheric
waves, namely, the Acoustic-Gravity waves (AGWs) that amplify the seismic vibra-
tion by 3-4 orders of magnitudes at the ionospheric heights and causes disturbances
in ionospheric density and currents (KHERANI et al., 2009). Ionoquakes are more
often detected in the form of Total Electron Content (TEC) disturbances, deducted
from the networks of Global Navigation Satellite System (GNSS) where the TEC is
the integrated electron density along the line-of-sight (LOS) that connects the re-
ceiver and satellite (CALAIS; MINSTER, 1998; HEKI; PING, 2005; ASTAFYEVA
et al., 2009; ROLLAND et al., 2011b; CAHYADI; HEKI, 2015). Ionoquake detections
from other instruments such as magnetometers (IYEMORI et al., 2005; UTADA et
al., 2011; IYEMORI et al., 2013), barometers (IYEMORI et al., 2013) and, iono-
spheric Doppler radars (DAVIES; BAKER, 1965; ARTRU et al., 2004) have con-
firmed the fundamental role of SAI coupling mechanism energized by AGWs in the
generation of ionoquakes.

One of the most important seismological features of an EQ is the moment magnitude
(Mw) and position of the co-seismic crustal vertical displacement, which serves as a
source for generating ionoquakes (CAHYADI; HEKI, 2015; ASTAFYEVA; SHULTS,
2019). The main characteristic of the ionoquakes is the amplitude, which has a very
strong dependence on the Mw of an EQ, that is, the more powerful the EQ, the
greater its impact on the ionosphere (ASTAFYEVA et al., 2013; ASTAFYEVA et
al., 2014; CAHYADI; HEKI, 2015; SUNIL et al., 2021; BRAVO et al., 2022). How-
ever, the amplitude of the ionoquakes depends on other EQ parameters, such as focal
mechanism, focal depth, seismic energy, vertical ground displacement, and vertical
ground velocity (DUCIC et al., 2003; ASTAFYEVA et al., 2009; KHERANI et al.,
2012; HEKI, 2021; SUNIL et al., 2021; BRAVO et al., 2022; SANCHEZ et al., 2022).
Also, the amplitude of the ionoquakes is affected by background atmospheric/iono-
spheric conditions. This is because the background parameters vary significantly due
to different solar and magnetic activity conditions, as well as seasonal, latitudinal,
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daytime, and nighttime variability (ROLLAND et al., 2013; ASTAFYEVA et al.,
2014; CAHYADI; HEKI, 2015). Another aspect that must be taken into account to
calculate the amplitude of the ionoquakes by the GNSS-TEC method is the geom-
etry of the LOS of the satellite receiver. When the wave vectors of the ionoquakes
and the LOS are perpendicular to each other, the disturbance measurements are of
greater amplitude and when the wave vector is parallel to the LOS they have a mini-
mum amplitude (AFRAIMOVICH et al., 2001; BAGIYA et al., 2019; ASTAFYEVA,
2019b; MANTA et al., 2020). Finally, also, the data analysis method to estimate the
CID amplitude (ASTAFYEVA et al., 2014). In the past, several studies found that
the amplitude of ionoquakes increases with the magnitude of an EQ and with the
vertical ground displacement (ASTAFYEVA et al., 2013; CAHYADI; HEKI, 2015;
SUNIL et al., 2021; BRAVO et al., 2022) though not all parameters were consid-
ered in these surveys. Astafyeva et al. (2013) investigated 11 impulse-only type EQs
to correlate the Mw to the ionoquakes amplitudes and found a positive correla-
tion. However, not all parameters that influence the TEC amplitude were taken into
account and a bandpass filter was used in the analysis. Later, Cahyadi and Heki
(2015) also compiled TEC data from 21 EQs, considering the three types of seis-
mic faults: reverse, normal, and slip. Considering the maximum amplitude of the
ionoquakes as a reference, they confirmed the positive correlation of this amplitude
with the magnitude and moment of the EQs, but not with the vertical ground dis-
placement. In addition, the data analysis used polynomial fitting to derive the TEC
disturbances. Also Astafyeva et al. (2014) reported that slip fault EQs generate
ionospheric disturbances of similar amplitude as normal fault EQs, while Cahyadi
and Heki (2015) found that slip fault EQs generate minor disturbances. Bravo et al.
(2022) as well shows the dependence of the ionoquakes on Mw for some earthquakes
in South America, however, not all parameters were also considered. In addition,
they only presented effects for very few EQs. On the other hand, one can also relate
the amplitude of the ionoquakes with the seismic energy (e.g.; Heki (2021)) and ver-
tical displacement (SUNIL et al., 2021). The present thesis focuses on the issue of
quantifying the relation between earthquake and ionoquake energetics with minimal
subjectivity conditions from the data analysis.

TEC disturbances have revealed the presence of various wavefronts of ionoquakes
that propagate with acoustic speeds (i.e., 600 m/s - 1 km/s) and are detected within
480 - 600 seconds after the mainshock onset over the near-field seismic zone (HEKI;
PING, 2005; KHERANI et al., 2012; CAHYADI; HEKI, 2015; THOMAS et al.,
2018; ASTAFYEVA, 2019b). Such fast propagation facilitates the possibility of using
ionoquakes to enhance the capability of early earthquake warnings (OCCHIPINTI,
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2015; ASTAFYEVA; SHULTS, 2019).

In recent years, a few studies have reported early and rapid detection of ionoquakes,
i.e., less than the "nominal" 480-600 seconds after the mainshock. For instance, the
first ionoquakes for the 2011 Tohoku-oki EQ (Japan) were detected as early as 420-
464 seconds from the EQ onset time (ASTAFYEVA et al., 2011; BAGIYA et al.,
2020; CHUM et al., 2016). Early ionoquake detections (440 - 480 sec) have also been
reported for the Mw 7.4 March 9, 2011, Sanriku-oki EQ in Japan (THOMAS et al.,
2018; ASTAFYEVA, 2019b). As well, Kherani et al. (2012) has shown by simulation
the development of TEC disturbances within 360 sec after the onset of the mainshock
for the Tokyo-Oki EQ. Co-seismic geomagnetic disturbances seem to be even faster
than the ionoquakes (e.g., Yen et al. (2015), Liu et al. (2016)), however, this thesis
was focused on the TEC (observational and simulation) disturbances to detect the
ionoquakes in less than 400 seconds from the mainshock onset.

Not all EQs can generate disturbances large enough to be detected in the ionosphere.
Previously, it was reported that only EQs with magnitudes greater than 6.6 can
generate detectable ionoquakes (CAHYADI; HEKI, 2015). Also, deep earthquakes
are less efficient in the generation of ionoquakes (SUNIL et al., 2021). However, in
some cases, even minor events can also be detected. This thesis demonstrates that
the EQ of Mw 6.4 (Ridgecrest California, USA) of 4 July 2019 is the smallest event,
ever recorded till date to produce the ionoquakes (SANCHEZ et al., 2022).

1.1 Thesis outline

The remaining chapters of this thesis are organized as follows:

• Chapter 2 presents a theoretical review of lithospheric waves generated by
EQs. In turn, it explains how lithospheric waves can generate Acoustic-
Gravity waves (AGWs). Later, it will be explained that the AGWs can
generate the ionoquakes. Also, this chapter explains how ionoquakes are
detected with GNSS-TEC. Additionally, it presents all the properties of
the ionoquakes that are known up to now.

• Chapter 3 demonstrates for the first time the detection of Ionoquakes with
TEC data for moderate/weak Ridgecrest EQs. The magnitudes of the EQs
are Mw 6.4 (main shock) and Mw 4.6 (aftershock). This chapter demon-
strates the potential of TEC measurement to detect ionospheric counter-
parts of moderate and weak EQs.
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• Chapter 4 presents a theoretical framework to simulate the rapid iono-
quakes, based on Seismo-Atmosphere-Ionosphere (SAI) coupling energized
by AGWs. This chapter presents a fast analytical simulation code, SAI-
ANA code, of the SAI coupling mechanism for a typical EQ of magnitude
8. It also shows for the first time the rapid arrival of AGWs at ionospheric
heights and the development of ionoquakes in less than 6 minutes from the
mainshock onset. These rapid ionoquakes are among the most promising
products of Near-Real-Time (NRT) ionospheric seismology.

• Chapter 5 presents a new methodology to compute the detection time
and detection altitudes of ionoquakes. The methodology uses data from
near-epicenter seismic stations to calculate the seismic peak time as an
alternative to the EQ onset. This chapter presents the first report on the
detection of ionoquake as soon as 400 seconds after the mainshock onset
and 250-430 seconds after the seismic peak time.

• Chapter 6 presents the validation of rapid ionoquake detection using fast
SAI-ANA code and associates them with the vertically fast propagating
AGWs in the atmosphere.

• Chapter 7 presents an analysis of 50 EQs with Mw ≥ 6.6 and depth < 60
km, which is associated with the EQs that occurred worldwide from 1994
to 2021. This chapter explains the amplitude relationship of ionoquakes
with the characteristics of EQs such as Mw and vertical velocity, using
data measurements from seismometers and TEC-GNSS, respectively.
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2 LITERATURE REVIEW

2.1 Seismic and Atmospheric waves

2.1.1 First observations

The ionospheric effects produced by seismic activity have been known since the
1960s (BOLT, 1964; DAVIES; BAKER, 1965; BUCHACHENKO et al., 1996; SHAL-
IMOV; GOKHBERG, 1998). There is currently an extensive literature documenting
examples of coupling between terrestrial events and the ionosphere (LOGNONNÉ,
2009; ASTAFYEVA et al., 2009; ROLLAND et al., 2011b; UTADA et al., 2011;
ASTAFYEVA et al., 2013; ASTAFYEVA et al., 2014; CAHYADI; HEKI, 2015;
ASTAFYEVA, 2019b; SANCHEZ et al., 2022). This was caused by the need for
timely prediction of large EQs that cause innumerable destructions and many hun-
dreds of human deaths a year. In this regard, the study of the state of the ionosphere
in response to large EQs is one of the most important tasks in geophysics.

2.1.2 Seismic waves

During an EQ, ground acceleration is measured in three directions: vertically (V or
UD, up to down) and two perpendicular horizontal directions (H1 and H2), usu-
ally north-south (NS) and east-west (EW). This ground acceleration causes seismic
waves that can be classified as primary (P), secondary (S), Rayleigh, and Love
waves (KEAREY et al., 2002; LOWRIE, 2007). The graphical representation of the
waves can be observed in Figure 2.1. P waves are longitudinal waves where the soil
is alternately compressed and expanded in the propagation direction, S waves are
transverse or shear waves that move the soil perpendicular to the propagation di-
rection, alternately to one side and the other. Normally, the S wave has a greater
amplitude than the P wave and therefore causes stronger horizontal disturbances
(KEAREY et al., 2002). When a solid has a free surface, such as the Earth’s sur-
face, waves can be generated and travel across this surface. These waves have their
maximum amplitude at the free surface, which decreases exponentially with depth,
and are known as Rayleigh and Love waves (KEAREY et al., 2002). Rayleigh waves
are the only type of seismic waves whose signatures have been evidently detected in
the ionosphere. The horizontal speed of Rayleigh surface waves depends on their fre-
quency and wavelength but typically varies between 3.3 and 4 km/s (ASTAFYEVA,
2019b).

5



Figure 2.1 - Representation of the movement caused by the three types of seismic waves.

Elastic deformations and particle movements in the ground associated with the passage of
ground waves: P wave, S wave, and Rayleigh wave. The blue arrow represents the direction
of energy transmission. The little red and green arrows show the directions in which the
ground would vibrate at a given point as each type of wave passes.

SOURCE: Modified from Sastry and Chandra (2016).

2.1.3 Dynamics of the Acoustic-Gravity Waves (AGWs) in the atmo-
sphere

The basic physics of the aforementioned waves was developed in the 1960 by Hines
(1960). Fundamentally, the interaction of the compressional (∇.u⃗), gravity (−∇p/ρ)
and inertial (du⃗/dt) forces generates Acoustic-Gravity waves (AGWs) in the atmo-
sphere (KELLEY, 2009). Such dynamics can be described by the following Navier-
Stokes equations, such as Equation 2.1 of continuity, Equation 2.2 of momentum,
and Equation 2.3, energy:
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∂ρ

∂t
+ ∇.(ρu⃗) = 0; u⃗ = u⃗ + u⃗0 (2.1)

∂u⃗

∂t
+ (u⃗.∇)u⃗ = −1

ρ
∇p + g⃗ + 1

ρ
(η1∇2u⃗ + (η2 + µ

3 )∇(∇.u⃗)), (2.2)

∂p

∂t
+ (u⃗.∇)p + γp∇.u⃗ = 0, (2.3)

where ρ, γ, p = RρT, T are the mass density, adiabatic constant, atmospheric
pressure and temperature, respectively. The parameter g⃗ is the gravitational accel-
eration, η1 and η2 are the first and second dynamic viscosity, respectively, whereas
u⃗ is the disturbance neutral motion or wind (or the amplitude of the AGWs), u⃗0 is
the background wind horizontal wind model. In Equation 2.2, the Coriolis force and
ionic drag forces are neglected for wave periods shorter than 2 h (KHERANI et al.,
2011). The time derivative of Equation 2.2 leads to the following equation:

∂2u⃗

∂t2 = γp

ρ
∇2u⃗ + ∇.u⃗

1
ρ

∇(γp) − ∇p

ρ2 ∇.(ρu⃗) + 1
ρ

∇(u⃗.∇)p

+ ∂

∂t
(η′

1∇2u⃗ + (η′
2 + ν

3)∇(∇.u⃗)) + ∂

∂t
(u⃗.∇u⃗) (2.4)

where (η′
1 = η1/ρ, η′

1 = η2/ρ) are the first and second kinematic viscosity. Another
way to represent the Equation 2.4 is following Equation 2.5, derived by (KHERANI
et al., 2016):

∂2u⃗

∂t2 = γp

ρ
∇(∇.u⃗) + (γ − 1)∇p

ρ
∇.u⃗ − ∇p

ρ
(u⃗.∇)logρ + 1

ρ
∇(u⃗.∇)p + Πν + Πnl (2.5)

Πν = ∂

∂t
(η′

1∇2u⃗ + (η′
2 + ν

3)∇(∇.u⃗)); Πnl = ∂

∂t
(u⃗.∇u⃗)

µ = 1.3p

ν
; c2 = γp

ρ
; ν = πr2

aρnc

On the right side of Equation 2.5, the first term, (γp
ρ

∇(∇.u⃗)) represents the con-
tribution of the compressible flow (∇.u⃗ ̸= 0) that is, of the acoustic wave; the
second term, ((γ − 1)∇p

ρ
∇.u⃗) represents the coupling between the compression and
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buoyancy; the next two terms, (∇p
ρ

(u⃗.∇)logρ and 1
ρ
∇(u⃗.∇)p) represent the advec-

tion contributions of density and pressure force and correspond to the gravity wave.
These first four terms correspond to the non-dissipative AGWs and lead to the dis-
persion relationship for the AGWs under normal mode analysis (KHERANI et al.,
2012). The terms (Πν e Πnl) represent the contributions of viscosity and nonlinear
saturation respectively (KHERANI et al., 2011).

In the equilibrium state, ρ and p are proportional to exp(−z/2H), where H = c2/γg
is the scale height, c =

√
γp/ρ is the speed of sound and z is the altitude. Assuming:

a) u⃗0 = 0,

b) no energy loss (i.e. Πν = 0, Πnl = 0), and

c) a two-dimensional planar wave solution of the form δaexp[i(ωt−khh−kzz)]
where δa = δρ, δp, δũ << 1, ω is the angular frequency of the wave, and
(kh, kz) are the wave numbers (k = 2π/λ) in the horizontal and vertical
directions.

The dispersion relation of the AGWs is given by the following equation (PROLSS,
2004):

ω4 − ω2[c2(k2
h + k2

z) + (γg/2c)2] + (γ − 1)g2k2
h = 0, (2.6)

ω ≥ ωa, ωa = γg/2c, (2.7)

or
ω ≤ ωg, ωg = (γ − 1)1/2g/c, (2.8)

The propagation solutions, with kh and kz being real values, exist for two frequency
bands: where ωa, ωg are the acoustic cut-off frequency and Brunt-Väisälä frequency
respectively and normally ωa/2π = 3.3 mHz and ωg/2π = 2.9 mHz in the lower
atmosphere (ARTRU et al., 2004) The acoustic modes in Equation 2.7 are mainly
governed by compression, while the gravity modes in Equation 2.8 are governed
mainly by buoyancy.
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2.1.4 Atmosphere-ionosphere coupling

As the ionosphere is a part of the ionized fluid in the atmosphere, collisions be-
tween neutral and ionized fluids lead to the exchange of moments and energy and
coupling energetics. Since the density of the atmosphere is 3-5 orders of magnitude
greater than the plasma density, neutral constituents transfer energy more rapidly
to ionized fluids. The time scale of this exchange is determined by collision frequency
(ν). In this coupling, the atmospheric motion (u⃗) generates motion V⃗ of the iono-
sphere plasma. The differential plasma motion (⃗vs=i/e) of ions/electrons generates
current (⃗Jw) which then gives rise to an accumulation of charges, as ∇.⃗Jw ̸= 0. Since
ionospheric plasma does not allow charge accumulation, an electromotive force (E⃗)
is generated that drives a reverse current (⃗Je = σ.E⃗), such that ∇.(⃗Jw + J⃗e) = 0.
This process is called the dynamo process, in which the atmospheric motion i.e., the
wind generates an electric field. Finally, the final movement (V⃗) is determined by
this electromotive field and the wind, in addition to other forces such as gravity and
pressure forces.

The dynamics described above are represented with the following hydromagnetic
equations (a more detailed description of the equations can be found in Kelley
(2009), Kherani et al. (2012)):

∂v⃗s

∂t
= qs

ms

(⃗vs × B⃗) − νs(⃗vs − u⃗), (2.9)

J⃗w = e(niv⃗w
i − nev⃗w

e ); ∇.(⃗J) = ∇.(σ.E⃗) + ∇.⃗Jw = 0, (2.10)

∂V⃗
∂t

+ V⃗.∇V⃗ = − 1
nm

∇p + g⃗ + q

m
(E⃗ + V⃗ × B⃗) − ν(V⃗ − u⃗), and (2.11)

∂ns

∂t
+ ∇.(nsµ⃗s) = P − L, (2.12)

∇2E⃗ − ∇(∇.E⃗) − 1
s2

l

∂2E⃗
∂t2 − µ

∂J⃗
∂t

= 0. (2.13)

Here ns, v⃗s is the number density and velocity of the ionospheric plasma fluid, where
s denotes both ions(i) and electrons(e) - (qi = +Zie, qe = −e, Zi = 1). E⃗ and J⃗ are
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the electric field and the total ionospheric current, respectively; v⃗w
i and v⃗w

e are the
ion and electron velocities without the electric field derived from Equation 2.9; J⃗w is
the corresponding ionospheric current density; νs is the collision frequency between
charged and neutral species s; B⃗ is the Earth’s magnetic field; σ is the ionospheric
conductivity tensor, and (sl = 1√

µ0ε0
) is the speed of light in vacuum. P and L are

the terms for the production and loss of ions and electrons by photoionization and
chemical reactions.

2.1.5 Atmospheric-Ionospheric Disturbances (AIDs)

The Equations 2.1-2.13 form a closed set of equations to study the temporal and
spatial variations of AIDs, where the atmospheric wind (u⃗) drives the atmospheric
density/pressure (ρ/p) disturbances and disturbances in the ionospheric density (n),
electric field (E⃗) and magnetic field (B⃗) (KHERANI et al., 2016). In this specific case,
Atmospheric-ionospheric disturbances (AIDs) are disturbances in the atmosphere
and ionosphere generated by AGWs. Observations associate these AIDs with the
activities of tropospheric convections, energetic particle precipitation, and seismic
events (KHERANI et al., 2011; KHERANI et al., 2012; KHERANI et al., 2016).

Ionoquakes are a subgroup of Traveling Ionospheric Disturbances (TIDs) generated
during an earthquake. TIDs are also a subgroup of AIDs, which occur in the iono-
sphere, primarily in the F region. They are characterized as disturbances in density
and electric field that propagate with horizontal wavelengths of 10 km -1000 km and
periods of 2 minutes to 2 hours (HINES, 1974). TIDs are an important ionospheric
phenomenon, generally divided into three scale categories: Small Scale Traveling
Ionospheric Disturbance (SSTID), Medium Scale Traveling Ionospheric Disturbance
(MSTID) e Large Scale Traveling Ionospheric Disturbance (LSTID) (PIMENTA et
al., 2008). The first studies of TIDs date back to the 1940s (MUNRO, 1948). How-
ever, they gained greater prominence in the 1960s with the work of Hines (1960).
Since then, TIDs have been studied using different equipment, such as incoherent
scattering radar (BEHNKE, 1979), satellites (EVANS et al., 1983), GNSS (JONAH
et al., 2016; FIGUEIREDO et al., 2017; SANCHEZ et al., 2022), ionosondes (CAN-
DIDO et al., 2011) and using All-Sky imagers (PIMENTA et al., 2008). Ionoquakes
are more often detected in the form of TEC disturbances (AFRAIMOVICH et al.,
2001; LOGNONNÉ et al., 2006; ASTAFYEVA et al., 2009; ROLLAND et al., 2011b;
ROLLAND et al., 2013) and disturbances in the geomagnetic field (KOSHEVAYA
et al., 2001; IYEMORI et al., 2005; UTADA et al., 2011; IYEMORI et al., 2013;
KLAUSNER et al., 2017).
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2.1.6 Seismo-Atmosphere-Ionosphere (SAI) coupling mechanism

During an EQ, the energy and momentum released by the ground uplift from the
seismic and Rayleigh waves perturb the overlying atmosphere (ARTRU et al., 2005;
HEKI; PING, 2005; ASTAFYEVA et al., 2009; KHERANI et al., 2021). The re-
sulting atmospheric disturbances propagate upward in the form of energized AGWs
and give rise to the ionoquakes. Since the density (ρ) of the atmosphere decreases
exponentially with height, conservation of energy (ρu⃗2/2) implies that the amplitude
(u⃗) of AGWs increases approximately as exp(z/2H) during its vertical propagation,
amplifying up to 3 to 4 orders of magnitude at the ionospheric heights, as com-
pared to their origin at the ground. Therefore, even a tiny ground uplift (usually
∼ millimeter/seconds) due to the ground uplift can lead to vertical atmospheric
and ionospheric motions of about 10 m/s at the ionospheric heights (ARTRU et
al., 2005; ROLLAND et al., 2011b) and gives rise to about 10% disturbances in
ionospheric density and currents. The time it takes for this propagation to reach
ionospheric altitudes is about 4-10 min (GALPERIN, 1985; KOSHEVAYA et al.,
2001; LOGNONNÉ et al., 2006; ASTAFYEVA et al., 2013; KHERANI et al., 2012).
Therefore, the ionoquake detection time can be 4-10 minutes from the peak ground
uplift.

2.2 GNSS-TEC measurements and ionoquakes

2.2.1 Global Navigation Satellite Systems (GNSS)

GNSS is a generic term denoting a satellite navigation system (e.g. GPS, Glonass,
Galileo, Compass or Beidou-2 and IRNSS or NAVIC) that has the ability to trans-
mit radio signal bands used for continuous positioning and location at any given
time and any point on the earth’s surface, consisting of constellations of satellites.
Currently, these systems are used for navigation, transport, geodesic, hydrographic,
agricultural, and other similar purposes. In the majority of cases, for ionoquake
detection, GNSS-TEC measurements are used.

2.2.2 GPS and GLONASS

The GPS system consists of a constellation of 32 satellites in total such that there
are at least four satellites within sight of virtually any point on the planet, orbiting
approximately at 20,200 km altitude in six planes, and with an inclination of 55◦

with a period of 12 hours (HOFMANN-WELLENHOF et al., 2001; MONICO, 2008).
The orbits are almost circular, with an eccentricity less than 0.02, and a semi-major
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axis of 26,560 km (SUBIRANA et al., 2013).

The system Global’naya Navigatsionnaya Sputnikovaya (GLONASS) consists of 24
satellites that orbit at an altitude of 19,100 km and are divided into three separate
orbital planes of 120◦ with an inclination of 64.8◦, where each plane contains eight
equally spaced satellites. They have a nominal period of 11 hours, 15 minutes, and
44 seconds, repeating the geometry every eight days (SUBIRANA et al., 2013).

Each GPS satellite transmits the L1, L2, and L5 carrier waves at the following fre-
quencies and wavelengths: f1 = 1575,42 MHz and λ1 ∼= 19 cm f2 = 1227,60 MHz and
λ2 ∼= 24 cm; and f5 = 1176,45 MHz and λ5 ∼= 25,5 cm, respectively (HOFMANN-
WELLENHOF et al., 2001; MONICO, 2008). For GLONASS satellites, the trans-
mitted signals are (f1 = 1602 +k × 0,5625 MHz and f2 = 1246 +k × 0,4375 MHz,
with −7 ≤ k ≤ 6 value varying with satellites (GLONASS interface control doc-
ument (ROLLAND et al., 2013)). These frequencies are generated simultaneously,
allowing users to correct most of the effects caused by the ionosphere.

2.2.3 TEC calculation

The ionosphere is a medium formed by ions and free electrons, therefore, it affects
the propagation of the GNSS signal that crosses it. The propagation speed of a radio
wave in the ionosphere depends on the amount of free electrons in the signal path.
This quantity is called Slant TEC (sTEC) and is defined as the number of electrons
in a cylinder of 1 m2 section that extends between the satellite and the receiver
(MISRA; ENGE, 2006). Its mathematical expression is given by:

sTEC =
∫ R

S
ne(l)dl, (2.14)

where ne(l) is the variable electron density along the signal path and the integral
extends along the path between the satellite and the receiver. Since this effect of
electron density depends directly on the frequency, the sTEC are estimated by using
the phase and code measurements from ground-based GNSS-receivers (HOFMANN-
WELLENHOF et al., 2008), based on Equation 2.15,

sTEC = 1
40.3(

f2
i f2

j

f2
i + f2

j
)(Liλi − Ljλj), (2.15)

where fi and fj are carrier wave frequencies that correspond to GPS or GLONASS,
λi = sl/fi and λj = sl/fj are the corresponding wavelengths of the additional signal
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paths caused by phase delay in the ionosphere, where sl is the speed of light, and Li

and Lj are the carrier phases. The vTEC is derived from sTEC using the following
conversion Equation 2.16, (KLOBUCHAR, 1987)

vTEC = sTEC × cos
[
arcsin

(
re

re + HION

cosθel

)]
, (2.16)

where re is the Earth’s radius, HION is the altitude of the ionospheric thin layer, and
θel is the elevation angle of the satellite. TEC is measured in TEC-units (TECU)
(1TECU= 1016 e/m2). For this work, we use the relative TEC estimated from the
phase measurements as explained above. The precision of TEC estimation from
phase measurements is about 0.01–0.02 TECU (COSTER et al., 2013).

2.3 Ionoquakes energetics

The ionoquake energetics are primarily determined by the SAI coupling energet-
ics such as the earthquake magnitude/ground uplift, focal mechanism, background
atmospheric/ionospheric conditions, geomagnetic field orientation and satellite-
receiver geometry (CALAIS; MINSTER, 1995; AFRAIMOVICH et al., 2001;
KHERANI et al., 2009; ROLLAND et al., 2013; ASTAFYEVA et al., 2014;
CAHYADI; HEKI, 2015; HEKI, 2021).

2.3.1 Amplitudes of the ionoquakes

Ionoquake amplitudes, detected by the GNSS-TEC, must be carefully analyzed and
compared since they depend heavily on the conditions of registration (HEKI; PING,
2005; ASTAFYEVA et al., 2014). The main factors that control the amplitude of
an ionoquakes are described in the following.

2.3.1.1 The magnitude of an EQ

EQs with larger magnitudes generate TEC perturbations of larger amplitudes,
so the biggest factor influencing ionoquakes amplitudes is the EQ magnitude
(ASTAFYEVA et al., 2013; ASTAFYEVA et al., 2014; CAHYADI; HEKI, 2015;
SUNIL et al., 2021; BRAVO et al., 2022). Astafyeva et al. (2013) compiled data
from 11 EQs with clear ionoquakes observations at TEC and investigated the corre-
lation between Mw and ionoquakes amplitudes. Later, Cahyadi and Heki (2015) also
compiled TEC data from 21 EQs, taking the measure of the maximum amplitude
of the disturbance in each event as a reference. In all cases of this work and that
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of Astafyeva et al. (2013), the results are similar: stronger EQs produce stronger
responses in the ionosphere. In fact, the seismic momentum of an event with Mw7
and an event with Mw9 is different by three orders of magnitude (CAHYADI; HEKI,
2015).

2.3.1.2 Focal mechanism

There are several different types of faults, but most can be divided into three cat-
egories, as shown in Figure 2.2, which are reverse or impulse (upward movement
when the two plates collide and bend over backwards), normal (the top plate moves
down) and sliding (the plates move horizontally one after the other). The first two
cause larger vertical crustal movements than the third. Therefore, it is important to
know the dependence that the amplitude of the ionoquakes has on the magnitude
and focal mechanism of the EQ (CAHYADI; HEKI, 2015; ASTAFYEVA, 2019b).

Figure 2.2 - Representation of the three main types of focal mechanisms.

Failure types. Reverse (mostly lifting), Normal (mostly subsidence) and Slip (mostly hor-
izontal movement).

SOURCE: SMS Tsunami Warning (2023).
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2.3.1.3 The distance between the epicenter and the SIP

The epicentral distance of the ionoquakes record needs to be taken into account, be-
cause of the dependence of the ionoquakes amplitude on the distance (ASTAFYEVA
et al., 2014). The ionoquakes generated directly by the crustal displacements are
detected up to ∼ 600-700 km from the source, while the ionoquakes observed at
∼ 600-3000 km from the source correspond to the propagation of Rayleigh waves
(ASTAFYEVA et al., 2013). The ionoquakes generated by the crustal displacements
after ∼ 700 km will be almost imperceptible in the raw data time series, leaving only
the Rayleigh wave signatures that are of smaller amplitude.

2.3.1.4 Background atmospheric/ionospheric conditions

The ambient ionospheric density, in the EQ recording area, plays an important
role in the amplitude value of the ionoquakes (ASTAFYEVA et al., 2014; BAGIYA
et al., 2019). This is because the background atmospheric/ionospheric parameters
vary significantly due to different conditions of solar and magnetic activity, as well as
seasonal, latitudinal, diurnal, and nighttime variability (ASTAFYEVA et al., 2014).
Consequently, the energy and momentum transfer of neutral waves in the ionospheric
plasma is different for each EQ. Therefore, to compare ionoquakes amplitudes gen-
erated by different EQs, normalization with the ionospheric background parameters
is necessary (CAHYADI; HEKI, 2015; HEKI, 2021).

2.3.1.5 HION detection height

The detection altitude of HION is a sensitive point, because it cannot be found ac-
curately. As can be seen in Figure 2.3, any point that is in LOS and that is in
the ionospheric layer can be HION, but it can be suggested from physical principles
(ASTAFYEVA, 2019b). It is generally assumed that the disturbances detected by
GNSS-TEC are concentrated around the maximum ionospheric ionization altitude.
however, Thomas et al. (2018) for the Mw7.4 earthquake of March 9, 2011 at San-
rikuoki in Japan, reports that the first detection of ionoquake is around HION=130
km. Also, Astafyeva and Shults (2019) for the same earthquake considering the ar-
rival for the first maximum amplitude of the ionoquakes, reports that the detection
altitude was between 180 - 200 km, i.e. in both studies the detection is below the
ionization maximum of 275 km indicated by the IRI model. It should be noted that
changing the HION will change the ionoquakes amplitude, and the IPP coordinates.
As a result of this change, the SIP, latitude, longitude, and detection time will also
be changed. The geometric representation of what has been explained is shown in
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Figure 2.3. Therefore, the choice of HION is extremely important for the ionospheric
images of the seismic source (ASTAFYEVA et al., 2013). One way to estimate the
true HION is explained in Subsection 5.3.2.

Figure 2.3 - Representation of a GNSS sounding of the ionosphere.

Intersection point between the LOS and HION within a thin layer approximation and the
IPP projection onto the surface of the SIP Earth. Knowing the coordinates of a satellite
and a receiver, one can calculate the SIP coordinates.

SOURCE: Astafyeva (2019b).

2.3.1.6 Geomagnetic field dependency and ionoquake directivity

Similar to TIDs from non-seismic sources, ionoquakes reveal dependency on the
geomagnetic dip angle. It is due to the fact that the TIDs are primarily due to
the ionospheric dynamics perpendicular to the geomagnetic field. Since geomagnetic
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lines sustain such dynamics against gravitation force more effectively at low dip
angles, EQ at low dip angle produces stronger ionoquakes, in comparison to the
identical EQ at large dip angle. Moreover, owing to extremely large conductivity
along geomagnetic field lines, ionoquakes propagate long distances along the field
lines, while limited within ∼ 100-150 km epicentral distance (ASTAFYEVA et al.,
2009; ROLLAND et al., 2013). Astafyeva et al. (2014) analyzed the parameters of
the geomagnetic field at the epicenters of six events. In five events, the geomagnetic
field favors the almost strict propagation of the ionoquakes towards the equator,
except for one event, where the geomagnetic field declination is 26◦. They concluded
that the GPS probe geometry and the geomagnetic field parameters confirm that
we always observe larger amplitudes at smaller angles between the ionoquakes wave
vector and the geomagnetic field lines.

Cahyadi and Heki (2015) analyzed in 21 EQs, they found that the detection position
of the largest amplitude of ionoquakes will be to the south region for EQs that occur
in the Northern hemisphere, while this amplitude will be the largest to the north
region for EQs that occur in the Southern hemisphere. Later, Sunil et al. (2021)
found ionoquakes for 19 EQs during moderate to large magnitude events. They
categorized events occurring within ±40◦ and events beyond ±40◦ according to the
geomagnetic inclination angle at the epicenters. In analyzing the correlation between
the amplitude of the ionoquakes and Mw corresponding to the events, they obtained
correlation coefficients equal R = 0.79 and R = 0.76 for both cases, respectively.

However, other study shows no conclusive evidence of the geomagnetic field de-
pendence (CHEN et al., 2011; NAYAK et al., 2021). This is due to the fact that
besides the angle between AGWs propagation direction and geomagnetic field, the
amplitude of AGWs determines the coupling energetics between the atmosphere and
ionosphere. Therefore, the complex nature of this coupling reflects on the inconclu-
sive evidence of the geomagnetic field dependence of the ionoquakes.

2.3.1.7 The satellite-receiver Line-Of-Sight geometry

It is known that the recording of the ionoquake amplitude by the GNSS-TEC method
varies according to the LOS geometry of the satellite-receiver. This is because of the
integrated nature of TEC along the satellite-receiver LOS. When the wave vectors
of the ionoquakes and the LOS are perpendicular to each other, the disturbance
measurements are of greater amplitude and when the wave vector is parallel to the
LOS they have a minimum amplitude (AFRAIMOVICH et al., 2001; BAGIYA et
al., 2019; ASTAFYEVA, 2019b; MANTA et al., 2020).
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Cahyadi and Heki (2015) compiled TEC data from 21 EQs, taking into account
the location of the GNSS stations, the position of the epicenter and the location of
detection of the ionoquakes along the IPP trajectories, also taking the measure of
the maximum amplitude of the disturbance in each event as a reference. In all cases
of this work, the maximum amplitudes of the ionoquake were found between the
epicenter and the receptor. This scenario is described by Cahyadi and Heki (2015)
as being the most favorable for ionoquakes to attain significant amplitude, but there
are some exceptions. Manta et al. (2020) report, for example, that for 6 April 2010
Mw 7.8 Banyaks EQ had very weak ionoquakes, despite favorable geometries.

2.3.1.8 Spectral analysis

The filtering method applied in the TEC time series processing significantly modi-
fies the ionoquakes amplitudes, in addition to generating time shifts. For example,
Sunil et al. (2015) analyzed the 2012 Sumatra EQ (mainshock) and obtained the
ionoquakes amplitude of ∼0.24 TECU as a result, with observations of PRN 32 at
the umlh seismic station. Also Cahyadi and Heki (2015) analyzed the same EQ,
and obtained as a result an amplitude of ionoquakes ∼ 2.6 TECU.

2.3.2 Ionoquakes propagation speed

As mentioned earlier, ionoquakes are caused by different atmospheric waves gener-
ated by EQ. Ionoquakes are found to propagate away from the epicenter with speeds
of about 3.8 - 4 km/s (HEKI; PING, 2005; ASTAFYEVA et al., 2009), consistent
with the speed of Rayleigh waves, and propagate farther than direct acoustic waves
due to less geometric decay (ROLLAND et al., 2011b). Ionoquakes are also found to
propagate with a speed of about 600 m/s - 1.5 km/s which is the speed of AGWs at
the thermospheric height (ASTAFYEVA et al., 2009; GALVAN et al., 2012). High-
frequency AGWs i.e., acoustic waves triggered by ground uplift around the epicenter,
or by Rayleigh propagating surface waves reach altitudes of maximum ionospheric
electron density (∼ 280 km – 300 km) in less than 10 minutes (KHERANI et al.,
2012; THOMAS et al., 2018). On the other hand, low-frequency AGWs i.e., grav-
ity waves typically require more than 30 minutes (to an hour) to propagate to the
ionosphere heights (KHERANI et al., 2012; KHERANI et al., 2016; TSUGAWA et
al., 2011).
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2.3.3 Ionoquakes resonant oscillations

AGWs generated by EQs cause acoustic resonant oscillation at 3.7 and 4.4 mHz.
These frequencies were identified in the TEC oscillation (CHOOSAKUL et al.,
2009; ROLLAND et al., 2011a) and the peak frequencies observed were ±4 mHz
(CAHYADI; HEKI, 2015). Iyemori et al. (2005) observed with magnetometer data,
during the Sumatra EQ in 2004, resonant magnetic oscillations in the D and Z com-
ponents with values of 4.6 and 5.5 mHz, and values of 1.8, 4, 6, and 5.5 mHz for
the H component. Also, Iyemori et al. (2013) observed oscillations of this nature in
the Chilean EQ occurred in 2010. In this case, the long-period magnetic oscillations
observed in the north-south direction (H) had two main resonance modes at 3.65
and 4.35 mHz.

The visibility of the resonant oscillations with TEC would depend on several factors,
such as the actual extent of the oscillation occurrence, the Line-Of-Sight (LOS)
incidence angle between a GNSS satellite and a GNSS receiver with the wavefront
(CAHYADI; HEKI, 2015). The motion of the neutral atmosphere must also have
components parallel to the ambient geomagnetic field so that the electrons can
oscillate together (ROLLAND et al., 2011b). In short, it can resonate at various
frequencies between 1-10 mHz, that is, in the frequency range of normal earth modes
(ARTRU et al., 2004; SANCHEZ et al., 2022).
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3 ANALYSIS OF IONOSPHERIC RESPONSE TO MODER-
ATE/WEAK EQS OF MAGNITUDE (Mw) LESS THAN 6.6

This section presents a review of the paper "Ionospheric Disturbances Observed
Following the Ridgecrest Earthquake of 4 July 2019 in California, USA" (SANCHEZ
et al., 2022).

In this chapter, we analyze the ionospheric response to two moderate EQs that oc-
curred on 4 July 2019 in California, USA. The magnitudes of the EQs are Mw 6.4
(main shock) and Mw 4.6 (aftershock). The ionoquakes occurred as TIDs in TEC
data. These seismic-origin TIDs acquire unique wave characteristics that distinguish
them from TIDs of non-seismic origin arising from a moderate geomagnetic activity
on the same day. Their spectral characteristics relate them to the Earth’s normal
modes and atmospheric resonance modes. The vertical ground velocity associated
with the mainshock, rather than the vertical ground displacement, is found to satisfy
the threshold criteria required for generation of detectable ionoquakes in TEC mea-
surements. The cross-correlation analysis is used to quantify the wave parameters
and their role in the identification of ∆TEC of seismic origin. Numerical simulation
confirms that the Seismo-Atmosphere-Ionosphere coupled dynamics energized by
the atmospheric waves is responsible for the generation of the observed ionoquakes.
Our work demonstrates the potential of TEC measurement to detect ionospheric
counterparts of moderate and weak EQs. We found a new vertical ground velocity
threshold at 2-6 mHz of approximately 0.1-0.6 cm/s, which can generate an iono-
spheric drift corresponding to approximately 60-360 m/s. Therefore, these drifts are
sufficient to generate ionoquakes detectable in TEC data series.

3.1 The 4 July 2019 Ridgecrest EQs

On 4 July 2019 (referred as the event day), a moderate EQ with magnitude
Mw 6.4 (the mainshock) occurred in eastern California (USA), north and north-
east of the town of Ridgecrest. The mainshock struck at 17:33 UT, and a series of
aftershocks followed during the next two hours (Table 3.1). According to the U.S.
Geological Survey (USGS), the mainshock resulted from shallow strike-slip fault-
ing (<https://earthquake.usgs.gov/earthquakes/eventpage/ci38443183/technical>,
which means that the co-seismic crustal displacements were mostly horizontal.

In this study, we used 600 GNSS receivers near the epicenter of the EQ of the
permanent ground-based network UNAVCO (<http://www.unavco.org>). Satellite
PRN19 was selected for the present analysis because the corresponding ionospheric
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Table 3.1 - Selected EQs of the Ridgecrest sequence, USGS database, magnitude ≥ 3.55,
4 July 2019, California, USA.

No. Time (UT) Lat, lon (degrees) Depth (km) Magnitude Location
1 17:33:49 35.71, -117.50 10.50 6.40 Ridgecrest EQ Sequence
2 18:08:45 35.71, -117.47 1.2 3.55 9km SW of Searles Vallay
3 18:27:59 35.75, -117.55 6.64 4.23 14km W of Searles Valley
4 18:39:44 35.60, -117.60 2.81 4.59 7km ESE of Ridgecrest
5 18:47:06 35.67, -117.49 8.53 4.34 13km SW of Searles Valley
6 18:54:13 35.60, -117.60 5.33 4.07 7km ESE of Ridgecrest
7 18:56:06 35.72, -117.56 1.92 4.58 15km NE of Ridgecrest
8 18:56:22 35.71, -117.55 1.16 4.21 15km NE of Ridgecrest
9 19:21:32 35.67, -117.49 5.16 4.50 13km SSW of Searles Valley

SOURCE: Sanchez et al. (2022).

piercing point (IPP) trajectories, i.e., the trajectories of the satellite projected at the
ionospheric height of 300 km, cover the EQ shake zone around the epicenter during
the EQs (17:33:49 UT and 18:39:44 UT), as evident from Figure A.2 (Appendix A).

3.2 Development of wave decomposition method for moderate EQs

This wave decomposition method is designed to obtain perturbations that we can-
not easily distinguish. It is able to provide a time-frequency-energy description of
practically any type of time series, allowing the analysis of the signal without the
need for previous processing, and providing results that are easy to interpret. This
feature is particularly useful in detecting EQ signatures in GPS data. The method
is based on the calculation of the convolution using the hat wavelet transform to
obtain a smoothed linear structure at various frequencies. The code developed for
this thesis with the wave decomposition method is available in Appendix C.1, under
the name signal-alam. An example of analysis is shown in Figure A.1(B). Where the
TEC of Figure A.1(A) is decomposed into several frequencies in 1–10 mHz, that is,
in the frequency range of Earth’s normal modes (ARTRU et al., 2004).

3.3 Estimation of ground vertical velocity and displacement from
recorded ground motion

We employed the ObsPy library of Python to process the recorded ground motions
(in counts format) from the seismometers around the epicenter (KRISCHER et al.,
2015). The module downloads the data in counts format and estimates the velocity
and displacement of ground motion with the instrumental response corrections that
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include the removal of frequency response of the seismometers, the effects of any
amplifiers, of analog and digital filters, and of the digitalization. We also used data
from the 10 ground seismometer stations with sampling of 0.025 s, located within 1◦

of the epicentral distance (IRIS network: <http://ds.iris.edu/wilber3/find_event>).

3.4 Ionoquakes during a Mainshock of Mw 6.4 and 4.6

For an analysis of the Ridgecrest EQ, Sanchez et al. (2022) first selects the avail-
ability of data from seismometers less than 1◦ from the epicenter, then TEC values
as registered from 110 stations with elevations higher than 20◦, located within a
±1.25◦ epicentral distance at the mainshock onset time. These selected data are
shown in Figure 3.1. Interestingly, despite the strike-slip focal mechanism and being
a moderate EQ, the mainshock attained a peak velocity of 6 cm/s. This is one of
the factors that influence the generation of ionoquakes.

Figure 3.1 - Vertical ground velocities and TEC time series.

(A) Ground velocity for 10 seismic stations located within 1◦ epicentral distance; the inset
map shows an amplification around the mainshock. (B) TEC variations as recorded from
110 stations located within 1◦ epicentral distance. Vertical dashed lines indicate the onset
time of the mainshock of Mw 6.4 and the largest aftershock of Mw 4.6.

SOURCE: Sanchez et al. (2022).
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Sanchez et al. (2022) shows in Figure 3.2 the temporal variations in ∆TEC in the
space around the epicenter. Panel B reveals the surge in intensified wave oscillations
after the mainshock onset on EQ day, but such an increase cannot be observed in
panels A and C on the day before or the day after, respectively. Therefore, from
this spatio-temporal analysis, they concluded that the enhanced TEC disturbances
in panel B were probably seismic in origin.

Figure 3.2 - TEC disturbance (∆TEC) along the IPP trajectories on the previous day on
3 July (A), on the event day on 4 July (B), and on the day after on 5 July
2019 (C).

The disturbances were extracted from the raw TEC data by applying a bandpass moving
average filter spanning 1–10 mHz. Small circles represent the locations of the IPP at
the mainshock time. The epicentral latitude and longitude are defined as lat − latep and
lon − lonep, respectively.

SOURCE: Sanchez et al. (2022).

In addition, Sanchez et al. (2022) analyzes the spectral characteristics of ∆TEC (Fig-
ure 3.3A). They observed that the oscillations intensified ∼30 min after the main-
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shock onset. This timing suggests the seismic-origin nature of the intensified ∆TEC
disturbances, as also shown in Figure 3.3B. In particular, the intensification concen-
trated in AGWs frequency range of 1 –6 mHz, which efficient seismic–ionospheric
coupling has been also previously reported (ARTRU et al., 2004; ROLLAND et al.,
2011a).

Figure 3.3 - Spectrograms of the ∆TEC (A) and the vertical ground velocity (B) on EQ
day (4 July 2019).

TEC and velocities results shown are the averages over all the stations. Red and blue
contours represent the positive and negative values, respectively, with the corresponding
maximum values denoted as Max at the top of the panel. These maximum values belong
to the 1–10 mHz frequency range. Vertical dashed lines indicate the onset time of the
mainshock of Mw 6.4 and the aftershock of Mw 4.6. The time window of the data is ±2.25
h, therefore, in 1–10 mHz, the data in ±1.75 h remain unperturbed from the boundary
effects arising from the filtering. For this reason, the time axis in this figure and in the
rest of the figures is restricted to ±1.75.

SOURCE: Sanchez et al. (2022).
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3.5 Development of a cross-correlation method for moderate EQs

Continuing the analysis of the Ridgecrest EQ, to examine the wave nature of ∆TEC
oscillations, we carry out the cross-correlation analysis. The cross-correlation of two
spatially-separated time series (i, j), ∆TECi(t) and ∆TECj(t), is defined as follows:

Cij(t) = convolve(∆TECi(t), ∆TECj(t)), 1 ≤ i ≤ N, 1 ≤ j ̸= i ≤ N (3.1)

where N=110 is number of ∆TEC time series shown in Figure 3.2(B), i.e. number of
GNSS receivers used in the analysis and (i, j) are the index for two IPP trajectories of
GNSS with epicentral distance (di, dj). This generates N(N-1) number of time series
of Cij with relative distance dij = dj − di. From these time series, N(N-1) number of
maximum values of Cij and corresponding N(N-1) values of time denoted by ‘tmx’,
are estimated. The cross-correlation coefficient (Ccf), is obtained as follows:

Ccf = Cij(tmx)
max(Cij(tmx)) (3.2)

The time scales and length scales associated with ∆TEC for the three IPP trajec-
tories (i, j, k) are defined as follows:

τ = tmxij − tmxik, λ = dij − dik (3.3)

From these scales, frequency and wavelength of wave characteristics of ∆TEC are
estimated from the following expressions:

ω = 2π

τ
, k = 2π

λ
(3.4)

3.5.1 Cross-correlation method validation

In order to demonstrate the validity of the cross-correlation analysis, we perform
the test analysis of ∆TEC of known periodicity/wavelength of the following forms:

TEST1 : ∆TEC = cos(ωt − ky), ω = 2π

8 s−1, λ = 2π

8 km−1 (3.5)
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TEST2 : ∆TEC = e−(t−t0)2/σ2
t e−(y−y0)2/σ2

dcos(ωt − ky), ω = 2π

8 s−1, λ = 2π

8 km−1

(3.6)

TEST3 : ∆TEC = e−(t−t0)2/σ2
t e−(y−y0)2/σ2

y
4∑

i=2

4∑
j=2

cos(ω

i t−k
j y), ω = 2π

4 s−1, λ = 2π

4 km−1

(3.7)

We note that in TEST1 and TEST2, ∆TEC is monochromatic that oscillates with 8
seconds periodicities and has wavelength of 8 km. In TEST3, ∆TEC is interference
of oscillations with periods of 8, 12, 16 seconds and wavelengths with 8, 12 and 16
km.

In Appendix A Figure (A.5), we present the results from the cross-correlation anal-
ysis for TEST1. We note that Ccf is significant at (ymx; tmx) where ∆TEC attains
peak. That affirms the correct estimation of Ccf .

Interestingly, the spectrograms in Figures A.5 (B-C) in Appendix A reveal large
Ccf evolves around at periodicity (around 8 seconds) and wavelength (around 8
km), whereas power spectral density (gray curves in Appendix A Figure A.5(B-C)
attains peak in the FFT spectrum. In other words, the cross-correlation analysis
estimates correct periodicity and wavelength.

In Figure A.6, we present the results from the cross-correlation analysis for TEST2.
We note that Ccf is significant at (ymx; tmx) where ∆TEC attains peak values.
That affirms the correct estimation of Ccf . Moreover, the spectrogram also reveals
spectral evolution around the periodicity of 8 seconds and wavelength of 8 km.

In Figure A.7, we present the results from the cross-correlation analysis for TEST3.
We note that Ccf is significant at (ymx; tmx) where ∆TEC attains peak values.
That affirms the correct estimation of Ccf . Moreover, the spectrogram also reveals
spectral evolution around the periodicities between 8-16 seconds and wavelength
between 8-16 km. It is consistent with the spectral peaks derived from the FFT.
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3.6 Analysis of the Ridgecrest EQ of 4 July 2019 with Cross-correlation
method

In ∆TEC hodogram in Figure 3.4, distribution of Ccf is shown. We note the surge of
dense clusters of Ccf during 0.5-1 hours from the mainshock onset which is indicative
of coherent wave generation after the mainshock onset. The surge coincides with the
time of intensified oscillations in Figure 3.3(A), that had revealed spectral evolution
similar to those of previously reported ionoquakes (ROLLAND et al., 2011a). Few of
the dense clusters distribute along those wavefronts that emerge near the epicenter
during the surge. These wavefronts are more explicit in Figure A.3. Therefore, the
mainshock triggers new and intensified waves in the vicinity of the epicenter, char-
acterized by dense clusters of Ccf , in contrast to thin clusters before the mainshock
onset.

Figure 3.4 - The Hodogram of the ∆TEC disturbances as a red-blue color code.

∆TEC is derived from the TEC data by applying a bandpass filter of 1-10 mHz. Circles
represent Ccf , given by expression 3.2.

SOURCE: Author’s production.
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The cross-spectrograms in Figure 3.5 show the surge of a sequence of dense clusters
of waves after the mainshock. The first prominent cluster appears during 0.5-1 hour
that affirms the generation of new coherent waves after the mainshock, as noted in
Figure 3.4. The majority of these waves have frequencies in the range of 2-6 mHz and
the wavelengths lower than 400 km where large values of Ccf tend to concentrate.
The dispersion diagram in Figure 3.6 finds the majority of these waves to propagate
with the phase velocities lower than 1500 m/s though some of the waves attain
3000 m/s or more. These wave characteristics classify the dense cluster of waves
as Medium-Scale Travelling Ionospheric Disturbances (MSTIDs). Ionoquakes in the
form of MSTIDs are often reported for the strong EQs of magnitude larger than
6.6 (ARTRU et al., 2004; ASTAFYEVA et al., 2009; ROLLAND et al., 2011a). The
present study reports the new finding of the MSTIDs from relatively weaker EQ of
magnitude 6.4.

Figure 3.5 - The results of the Cross-correlation analysis.

Panels (A-B) illustrate the cross-spectral frequency and wavelength spectrograms. Circle
size is proportional to the Ccf that varies between 0 to 1.

SOURCE: Author’s production.
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Figure 3.6 - Dispersion Diagram derived from cross-correlation analysis.

Circle size is proportional to the Ccf that varies between 0 and 1. The color code represents
the cross-spectral frequency in mHz.

SOURCE: Author’s production.

3.7 Ionoquakes and Co-Seismic crustal displacements

Artru et al. (2004) reported observations of ionoquakes associated with the seismic
ground wave recorded by the Francourville sounding station, France, that is, ∼9976
km from the epicenter. They showed that the vertical ground velocity of the order of
0.001 cm/s can drive an ionospheric drift of 0.6 m/s, consistent with the ionospheric
Doppler sounding measurements. Sanchez et al. (2022) have shown in Figure 3.3B
the mainshock vertical ground velocity threshold at 2-6 mHz of approximately 0.1-
0.6 cm/s, which can generate an ionospheric drift corresponding to approximately
60-360 m/s. Therefore, these drifts are sufficient to generate ionoquakes detectable
in TEC data series.
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3.8 Ionoquake simulation for Ridgecrest EQ of 4 July 2019

To confirm whether the SAI coupled dynamics energized by atmospheric waves is
responsible for the generation of the observed ionoquakes, Sanchez et al. (2022) em-
ployed the SAI coupling simulation model (KHERANI et al., 2016) that, in the past,
was used to simulate the ionoquakes from tsunamis. In the present study, instead
of a tsunami wave, the forcing from the ground vibration in the form of vertical
velocity was considered. Figure 3.7A illustrates the real seismic forcing in time and
latitude, composed of a mainshock onset at t = 0 min and a series of aftershocks
similar to the seismometer-deduced ground velocity in Figure 3.1A. To reconstruct
the ground forcing from the simulation, they use the ground velocity shown in Fig-
ure 3.1. Based on the shakemap of the mainshock in Figure A.4 (Appendix A),
the horizontal Gaussian width of the forcing is considered to be 1◦. The simulation
resulted in two southward-propagating wavefronts during 0.5–1 h in 0–2◦ epicentral
latitudes, similar to those marked by ellipses in Figure A.3.

Figure 3.7 - Hodogram of the simulation results from the SAI coupling model.

(A) the ground vibration at the epicenter, composed of a mainshock at t = 0.0 and a series
of aftershocks. (B) A hodogram of the simulated ∆TEC. The hodogram was constructed by
estimating the simulated ∆TEC along the IPP trajectories of the hodogram in Figure A.3.

SOURCE: Sanchez et al. (2022).

31



Also, Figure 3.8 reveals the generation of ionoquakes with an amplitude of about
0.05 TECU during the series of aftershocks, a clear demonstration of positive feed-
back from the aftershocks of magnitudes Mw of 4.6. In other words, the mainshock
provides favorable conditions for the aftershock to provide its contribution in the
ionoquakes. In the excitation of AGWs, the ground velocity, rather than the ground
displacement, plays the determining role since the product of these waves are the
atmospheric wind disturbances which in turn drive the ionospheric current and TEC
disturbances. Therefore, in a SAI coupling mechanism that has satisfactorily sim-
ulated the ionoquake, the ground velocity determines the formation of TEC dis-
turbances. In addition, significant horizontal displacements occurring beneath areas
with high topography can reinforce the vertical component (SANCHEZ et al., 2022).

Figure 3.8 - Simulation results from the SAI coupling model.

(A) The ground vibration at the epicenter with and without the aftershocks. (B) Simulated
∆TEC with and without aftershocks.

SOURCE: Sanchez et al. (2022).
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3.9 Summary for moderate EQs

We report the ionospheric disturbances associated with the 4 July 2019 Ridgecrest
EQ of Mw 6.4. The GNSS-TEC measurements register these ionoquakes as inten-
sified wave activities in the range of 1–10 mHz after the mainshock onset and in
the vicinity of the epicenter, in contrast to the weak wave activities on the pre-EQ
days and post-EQ days. Based on the Seismo-Atmosphere-Ionosphere (SAI) cou-
pling mechanism energized by the acoustic-gravity waves, we find that the ground
vibration of 0.05–0.6 cm/s in the normal mode frequencies is adequate to give rise to
the detectable ionoquakes of amplitude about 0.05–0.15 TECU. A major finding of
the present study is that the ground velocity rather than the ground displacement,
satisfies the threshold criteria for the formation of detectable ionoquakes. Therefore,
though the mainshock is moderate in nature, associated ground velocity in low-
frequency acoustic-gravity modes is comparable to those from mainshock of strong
EQs.

The numerical simulation of the coupling mechanism not only reproduces the iono-
quakes of the detectable magnitudes associated with the mainshock but also quanti-
fies the relative contribution of mainshock and aftershocks. Interestingly, the simu-
lated ionoquakes from aftershock have magnitude of 0.01 TECU which is well below
the detectable limit of GPS-TEC measurements. Nevertheless, the simulation of the
ionospheric counterpart of aftershocks manifests the robust nature of SAI coupling
to facilitate the generation of ionoquakes from the small EQs. This work is among
few to report the detection and simulation of ionoquakes from the Mw ∼6.4 EQ.
Also, the work is first to report the simulation of ionoquakes of about 0.05 TECU
amplitudes from the series of aftershocks of magnitude Mw 4.6.
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4 GENERATION OF IONOQUAKES UNDER THE SAI COUPLING
AND DYNAMICS OF AGWS: FAST SAI-ANA SIMULATION CODE

The generation of ionoquakes under the Seismo-Atmosphere-Ionosphere coupling
energized by AGWs is investigated. One of the most acceptable mechanisms is the
coupling established through AGWs. Only this coupling channel can explain iono-
quakes of detectable amplitude as AGWs offer the possibility of magnifying the
vertical ground velocity (VSISM , or "uplift") in the epicenter region by about 4-5
orders of magnitude in the thermosphere which then generate ionoquakes in the
ionosphere. For example, for uplift of 10−3 m/s from the epicenter of the EQ with
magnitude 7, AGWs can generate a thermospheric uplift of 10 m/s which can give
rise to an electric field of the order of 1 mV/m. This magnitude is enough to give rise
to the uplift of the ionosphere and increase in its height scale, which is the condition
for generating ionospheric disturbances of detectable magnitude.

This chapter presents the study of the generation of AGWs by the uplift of the
epicenter and the formation of ionoquakes. Therefore, we developed a mathematical
tool to simulate the SAI coupling. The tool includes the analytical solution of AGWs
from the set of equations to model AGWs and their coupling with the ionosphere, as
deduced by Kherani et al. (2016). The code developed from the analytical solution
of AGWs can be found in Appendix C.2, under the name of SIA-ANA code. This
code is implemented in the Python programming language. The products of the first
part discussed here are the magnitudes of the AGWs, the height of their maximum
amplitude, and the time of their arrival in the ionosphere. The products of the
second part are the amplitude of the ionoquakes in the form of TEC and the height
of the maximum amplitude of the TEC.

4.1 SAI-ANA code of generation and propagation of AGWs

The SAI-ANA code is an extension of the analytical model recently developed by
Kherani et al. (2021) to examine the formation of co-seismic tropospheric distur-
bances from seismo-atmosphere coupling energized by AWs and convective instabil-
ity. In Equations (B.1-B.6), starting from the wave equation of AGWs from Kherani
et al. (2016), the time governing equations of AGWs in vertical (z)-horizontal (h)
plane and corresponding analytical solution is presented. The derivation considers
strong-gradient condition in the vertical-z direction, in comparison to the weak-
gradient condition in the horizontal-h direction. In addition, it considers 2D plane-
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wave solution with wave vector components (kh; kz) of the following form:

uh(h, z, t) = uhs(z)uht(t)exp(ikhh+ ikzz), uz(h, z, t) = uzs(z)uzt(t)exp(ikhh+ ikzz)
(4.1)

This form of solution leads to a set of governing equations for the amplitudes of
AGWs of the following form:

d2uzt

dt2 = −Ω2
0uzt − khkzc2 uhs

uzs
uht,

duzs

dz = −k0uzs (4.2)

d2uht

dt2 = −Ω2
huht − khkzc2 uzs

uhs
uzt,

duhs

dz = −(γ − 1)k0 − (γ − 2)k0
kzuzt

khuht

uzs (4.3)

k0 = ζ

c2 , ζ = 1
ρ

dp

dz
, c2 = γp

ρ
, µ =

∫
k0dz (4.4)

Ω2
0 = k2

zc2 + Ω2
b , Ω2

b =
[
(γ − 1)k2

0 − ko

c2
dc2

dz

]
c2 (4.5)

Here, Ωb is the non-isothermal non-hydrostatic Brunt-Vaisala frequency (Equation
6.7a of Kelley (2009)), γ is the ratio of the specific heats and c is the sound speed.

We note that, the governing equations of (uzt; uht) represent coupled oscillators
with known analytical solutions in the linear case, i.e., with (ρ; T ) constant in time.
Also, the governing equations of (uzs; uhs) represent a set of first order homogeneous
differential equations with known analytical solutions. These solutions are derived
in Appendix B in the following form:

uz = uzs(z0)uzte
−µe±i(ωt+khh+kzz) (4.6)

Here,

uh = −(Ω2 − ω2 − Ω2
h)

khkzc2 uz
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ω2 = Ω2 ± [Ω4 − 4Ω2
hΩ2

b ]1/2

2 , Ω = Ω2
0 + Ω2

h (4.7)

The factor e−µ in Equation 4.6 increases with altitude due to the negative values of
(ζ; µ). Therefore, amplitudes (uz; uh) of AGWs increase exponentially with altitude,
a known characteristic of AGWs. In dispersion Equation 4.7, the positive sign leads
to the acoustic wave (AWs) modes since with Ωb = 0, it reduces to the following
form:

ω2 = k2
hc2 + k2

zc2 ≡ k2c2 (4.8)

Since, in this case, ω2 = Ω2, therefore,

uh = −(Ω2 − ω2 − Ω2
h)

khkzc2 uz
ω=Ω→ uh = kh

kz

uz ⇒ ∇ × u = 0 (4.9)

Since the gravity waves are associated with the shear or rotational dynamics, the
irrotational velocity field implies absence of gravity wave and only excitation of AWs,
a self-consistent scenario with the condition Ωb = 0. It also affirms the self-consistent
nature of the analytical solution obtained in the present study.

This study focuses on the acoustic wave modes and therefore, the simulation is
performed with positive sign in the dispersion relation. In the present analysis, the
wavenumber components (kz; kh) are made independent variables. The restriction
derives from the finite grid resolutions of the discretization so that the wavenumbers
(λz = 2π/kz, λh = 2π/kh) remain larger than the grid resolutions. Although the
analytical form of the solution is obtained, the integral in µ is to be evaluated
numerically with discretization in space. The grid resolution is ∆z = ∆h = 5 km
and the simulation domain covers 0 - 400 km in altitude; hep±40∆h km in horizontal
distance. Here, hep is the epicenter of the EQ. The simulation begins a few minutes
before the EQ onset time (tep) and spans 3 minutes with a ∆t = 5 seconds, which
means that this analysis can solve a velocity less than 1 km/s.

The study considers the mechanical oscillator mechanism in which the ground vi-
bration from seismic waves couples mechanically to the atmosphere without the loss
of momentum. The continuity of vertical ground velocity across the Earth’s surface
establishes the coupling. At the lower boundary, i.e., at z = 0 km, the continuity
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of the vertical velocity of the ground associated with the EQ acts as the forcing for
the generation of the AGWs, i.e.:

uz(h, z = 0, t) = VSISM(h, t) (4.10)

Figure 4.1 demonstrates the temporal variation of VSISM for a typical EQ of magni-
tude 8 which is obtained from the following analytical expression:

VSISM(h, t) = Aeqe
−(t−t0)2/σ2

t
skewed cos(ωst)e−(h−hep)2/σ2

ep m/s (4.11)

where (Aeq) determines the amplitude of the ground vibration in m/s, (xep; σep)
are the epicenter and fault size of the EQ and (σt, ωs) determines the duration and
frequency of the EQ.

Figure 4.1 - Uplift or VSISM from the epicenter uz(z0, h, t).

The green time series represents the uplift obtained with a seismometer. The colorbar
represents the spatially decomposed uplift of the seismometer data.

SOURCE: Author’s production.

The atmosphere is characterized with density (ρ), pressure (p) and speed of sound
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(c). Figure 4.2 shows profile of (ρ, c) from 0 to 400 km. From this atmospheric
profiles, the parameters (ζ, k0, µ, Ωb, and Ω) are estimated.

Figure 4.2 - Profiles of the atmosphere at the time of the occurrence of the Illapel EQ.

Atmospheric profiles obtained from MSISE model (PICONE et al., 2002).
SOURCE: Author’s production.

In Figure 4.3(A) the propagation of AGWs in the form of the evolution of uz, uh in
time and altitude is shown. Figure 4.3(B) shows the arrival diagram of the AGWs,
obtained from Figure 4.3(A). Note that arrival time=0 means the launch time of
the AGWs that would happen around the start time of the uplift of the epicenter.

Figure 4.3 shows the evolution of AGWs in space. Note the following features:

a) Amplification of VSISM from 10−3 m/s (Figure 4.1) to 10 m/s in the meso-
sphere and thermosphere,

b) Amplification is greatest in the mesosphere in the duct region,

c) First arrival of the AGWs in the F region of the ionosphere at an altitude
greater than 180 km, and 200 seconds after the start of the uplift,
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d) First arrival of AGWs in the altitude range of 200-300 km, and within
200-350 seconds.

Figure 4.3 - Propagation of AGWs and time-of-arrival diagram.

(A) Vertical propagation of AGWs, (B) time-of-arrival diagram. Note that time=0 in (A)
represents the start of the simulation and time=0 in (B) represents the first launch of the
AGWs because of the uplift. The black curve at altitude = 0 km represents uplift from
the epicenter.

SOURCE: Author’s production.

Figure 4.4 demonstrates the wave frequency of the AWs at h = hep, excited by the
EQ. We note that the AWs with frequencies equals to and larger than the Acoustic
cut-off frequency are launched in the atmosphere.
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Figure 4.4 - Wave frequency for propagation angle of 45◦.

The red and yellow curves represent the frequency of Brunt-Vaisala and Acoustic cut-
off, respectively. The other curves represent the frequencies of the AWs with different
wavelengths for an angle of 45◦.

SOURCE: Author’s production.

Figure 4.5(A) shows that the oblique phase velocity for an angle of 45◦ has the same
velocity as the velocity of sound throughout the atmosphere, with some variations
for altitudes below 100 km. Figure 4.5(B) shows that the arrival time of the oblique
phase velocity is very close to the arrival velocity of the speed of sound.
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Figure 4.5 - Oblique phase velocity and oblique arrival time, for an angle of 45◦.

(A) Red curve represents the speed of sound, and the other curves represent the oblique
phase velocity of the AW, for different wavelengths. (B) Red curve represents the arrival
time of the speed of sound, and the other curves represent the oblique travel time.

SOURCE: Author’s production.

Figure 4.6 demonstrates the altitude profile of vertical phase velocity and travel time
above the epicenter. The Figure 4.6 reveals following characteristics:

a) The phase velocity increases with increasing vertical wavelength at all al-
titudes,

b) The phase velocity remains larger than the sound speed at all altitudes,

c) The travel time or arrival time of AWs at any altitude is shorter than the
travel time of sound speed,

d) The fastest AWs arrival time in 150-400 km altitude is in the range of 4-8
minutes,

e) The fastest AWs have frequencies in the 4-10 mHz range.
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Figure 4.6 - Vertical phase velocity and vertical travel time.

(A) Red curve represents the speed of sound, while the other curves represent the vertical
phase velocity for different wavelengths ranging from 20-120 km. (B) The red curve
represents the arrival time of the velocity of sound, while the other curves represent the
arrival time of vertical phase velocity.

SOURCE: Author’s production.

The vertical phase speed of AGWs larger than the sound speed can be understood
from the approximate form of dispersion Equation 4.7:

ω2 ≈ Ω2
0 + Ω2

h = (k2
z + k2

h)c2 + Ω2
b (4.12)

Therefore, the vertical phase velocity is written as follows:
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which is larger than the sound speed (c). Moreover, the vertical phase velocity de-
pends on the (kz, kh) i.e. different wavelengths acquire different vertical phase ve-
locities, as noted in Figure 4.5. The oblique phase velocity slightly larger than the
sound speed in Figure 4.6 is due to the presence of Ωb term in the above dispersion
relation.

4.2 AGWs+ionosphere coupling

To calculate the TEC, we use the AGW and the ionosphere coupling model, devel-
oped by Kherani et al. (2016). The products of this model are the drift (v) and the
density (n) of the ionosphere. The TEC is estimated using the following integration
over height (z), at the time (t) and latitude/longitude (h):

TEC(t, h) =
∫ z2

z1
n(z, t, h)dz (4.14)

where for z1 we generally consider an altitude of the maximum amplitude of the
AGWs and z2 to be the maximum density of the ionosphere. In addition, the am-
plitude of ionoquakes is estimated with the following formula:

∆TEC(t, h) = TEC(t, h) − TEC0(h) (4.15)

where TEC0 is the value of TEC in the initial moment. According to Kherani et al.
(2016),

∆TEC ∝ (uz, uh) ≡ αionouz + βionouh (4.16)

where (α, β) depends on the characteristics of the ionosphere and the geomagnetic
field.

Figure 4.7 demonstrates the propagations of AWs and associated ionospheric density
disturbance above the epicenter. Figure 4.8 demonstrates the temporal variation of
TEC disturbance, associated with the ionospheric density disturbance and corre-
sponding spectrum. These figures reveal the following characteristics:

a) AWs arrive to the thermosphere during 4-10 minutes from the mainshock
onset,
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b) AWs acquire amplitude of about 10 m/s in the thermosphere from the
ground vibration of 10−2 m/s,

c) AWs energetics excite the ionospheric density disturbances that attains the
magnitude of about 5% of the ambient ionospheric density,

d) The TEC disturbances, ∆TEC, begins at about 3.5 minutes from the main-
shock onset and attains the maximum of 0.8 TECU during 6 minutes.

Figure 4.7 - Acoustic-gravity wave amplitude and Ionospheric density disturbance.

(A) Vertical propagation of AWs, and (B) ionospheric density disturbance above the
epicenter.

SOURCE: Author’s production.

These characteristics reveal the robust energetics of fast-propagating AWs and their
role in the development of rapid ionoquakes. The robust energetics include the am-
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plification of tiny ground vibration by a factor of 103 due to the amplification factor
e−µ in Equation 4.6 and the rapid propagation of AWs with arrival time during
4-6 minutes, as noted in Figure 4.5. Moreover, the spectral characteristics of iono-
quakes are determined by AWs in the frequency range of 4-10 mHz and wavelengths
of 80-160 km that arrive earliest in the thermosphere and gives rise to the rapid
ionoquakes.

4.3 Estimating the peak altitude of the ionoquakes

In Figure 4.8, the variation of ∆TEC integrated for altitudes between 150 and 300
km is shown. These altitudes delimit the region of greatest ionization. Note in Figures
4.8 and 4.3(B) that depending on the altitude, the time of arrival of the AGWs and
the time of generation of the ∆TEC of the Equation 4.16 (above the epicenter) can
occur in 200-300 seconds and the peak of ionoquakes can occur in 240-350 seconds.
Thus, depending on the time of onset of the ionoquakes, the latitude of the peak of
the ionoquakes can be estimated from the time-of-arrival diagram of Figure 4.3(B).
The time-of-arrival diagram depends mainly on characteristics of the atmosphere
such as the speed of sound. Thus, to estimate the peak altitude of the ionoquakes,
it is necessary to know the atmospheric conditions that can be obtained from an
empirical model such as MSISE (PICONE et al., 2002).

Figure 4.8 - ∆TEC calculated with SAI-ANA code.

The colored time series represent the first simulated ∆TEC arrivals near the epicenter, for
a TEC integration between 150 to 300 km.

SOURCE: Author’s production.
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4.4 Estimating the uplift (uz(z0, h, t)) from the amplitude of two iono-
quakes

In Figure 4.6B, the oblique phase propagation of two AGWs is shown. It arrives
in the ionosphere much later (almost 7 minutes) compared to the vertical phase
component in Figure 4.5B. This is due to the fact that the transverse component
is dominated by gravity waves that propagate slowly, as opposed to the longitudi-
nal component dominated by fast acoustic waves. Therefore, for the first pulse of
ionoquakes, Equation 4.16 is approximated with:

∆TEC = αionouz (4.17)

Using Equation 4.16,

∆TEC = αionoαatmosuz(z0, h, t) (4.18)

Thus, with knowledge of the (αiono, αatmos) that can be obtained with empirical
models of the atmosphere, ionosphere and IGRF and with the measurement of the
first pulse of the ∆TEC after the EQ, the uplift of the EQ can be estimated.

4.5 Discussions on the SAI-ANA code of AGWs

The ionoquake characteristics in Figure 4.6-4.7 are similar to their observations from
the previous reports. For example, Afraimovich et al. (2001) and Astafyeva et al.
(2013) had reported the detections of near-field rapid ionoquakes with magnitude of
2 − 4% during 6 - 8 minutes from the EQ onset, with oscillation periods in 30- 300
seconds, i.e., 3 - 30 mHz and velocity larger than the thermospheric sound speed.
According to Heki and Ping (2005), sound ray arrives from 10 minutes onward at
200 km altitude, which is also evident from the travel time of sound ray in Figure
4.5. Therefore, the rapid ionoquake detection could not be explained from the ray
tracing analysis. In Figure 4.5, the fast propagation of AWs in the lower atmosphere
explains the rapid ionoquake detection, originating in altitudes as high as 350 km
altitude, though their amplitude may vary significantly depending on the amplitude
of AWs and availability of significant electron density.

An interesting aspect of these AWs and rapid ionoquakes is that their maximum
phase velocity in the thermosphere is significantly larger than the sound speed, so
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they arrive earlier than the sound ray. The rapid arrival is due to their phase veloc-
ities larger than the sound speed in the lower thermosphere, as explained earlier in
the context of Figure 4.5. Therefore, these rapid ionoquakes propagate horizontally
with phase velocity close to the thermospheric sound speed, as evident in Figure 4.8.

4.6 Summary of SAI-ANA code of AGWs

Based on the SAI coupling mechanism and AGWs energetics, the present study
demonstrates the rapid arrival of AGWs at the ionospheric heights and the devel-
opment of ionoquakes as early as 4 minutes from the mainshock onset. Since the
atmospheric acoustic speed is not uniform, the wave speed may range between mini-
mum and maximum values, depending on local and non-local effects. The study finds
the acoustic wave with a long wavelength of about 100 km, that propagates with
the thermospheric acoustic speed and is responsible for the rapid ionoquakes. As
the wavelength decreases, the contribution from the local acoustic speed increases,
and as a result, acoustic waves with shorter wavelength propagate with an average
acoustic speed that is much smaller than the thermospheric acoustic speed.

This is the first study to simulate the rapid ionoquakes with simulation time within
2 - 3 minutes, much faster than their time of development and observation which
is about 8 minutes. The rapid ionoquakes are promising candidates for near-real-
time ionospheric seismology. Their near-field detection from previous observations
and their comparatively rapid simulation in the present study offer an integrated
framework for the early warning of EQs at far-field locations. Even at near field
locations, their formation from simulation can be forecasted before their detections
since the simulation is analytic in nature.
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5 RAPID DETECTION OF IONOQUAKES

In this section reviews the paper "Rapid detection of co-seismic ionospheric distur-
bances associated with the 2015 Illapel, the 2014 Iquique and the 2011 Sanriku-Oki
EQs" by (SANCHEZ et al., 2023) currently submitted for publication. It presents
the first report on detection of Ionoquakes 250-430 seconds from the peak seismic
uplift and within 50-200 km epicentral distance. Also, the study validates CID de-
tection methodology by finding the location of the origin of rapid-CID, near the
epicenter.

Usually, ionoquakes are detected in the near-epicentral region within 8-10 minutes
after an EQ onset time. In this work, we present a new methodology that allows
to estimate the CID arrival time based on determining the CID peak time in TEC
measurements with respect to the peak time of seismic waves registered by the
nearest seismic station. Our methodology also allows to understand the altitude of
GNSS detection that otherwise remains ambiguous. We apply the newly developed
techniques to detect CID signatures associated with three large EQs: the 2015 Illapel,
the 2014 Iquique, and the 2011 Sanriku-Oki. We show that for these events, the CID
arrive 250-430 seconds after the time of the seismic wave peak, or 350-700 s after the
EQ onset time. Our analysis show that the first CID are detected at the altitudes of
150-180 km (the Sanriku EQ) and of 200-300 km (the Illapel and the Iquique EQs).
The disturbances represent high-frequency acoustic oscillations that propagate with
a horizontal speed faster than 0.75 km/s.

In this work, we present a new methodology allowing to 1) rapidly detect CID in
total electron content (TEC) data times series and to estimate the CID arrival time ;
2) estimate the altitude of ionospheric detection. We further apply this technique to
analyze co-seismic ionospheric signatures due to the Mw8.3 Illapel EQ of September
16, 2015, the Mw8.2 Iquique EQ of April 01, 2014, and the Mw7.3 Sanriku-oki EQ
of March 09, 2011.

5.1 EQ events and seismic and TEC data

The Illapel and Iquique EQs of Mw8.3 and 8.2 respectively were triggered near
the Chile subduction zone, in South America. Seismicity in the Chilean region
is defined by the subduction of the oceanic Nazca plate under the South Amer-
ican plate. This subduction zone is well known for harboring large EQs (Car-
rasco et al., 2019). The Illapel EQ occurred on September 16, 2015, at 22:54:32
UT. According to the U.S. Geological Survey (USGS), this EQ was generated by
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thrust faulting, with the epicenter located at latitude = 31.57◦S and longitude
= 71.67◦W, at a depth of 22.4 km (<https://earthquake.usgs.gov/earthquakes/
eventpage/us20003k7a/technical>). The Iquique EQ occurred on April 01, 2014,
at 23:46:47 UT as a result of thrust faulting, with the epicenter located at latitude
= 19.61◦S and longitude = 70.77◦W, at a depth of 25.5 km, (<https://earthquake.
usgs.gov/earthquakes/eventpage/us20003k7a/technical>). The Sanriku-Oki EQ of
Mw7.4, occurred on March 9, 2011 at 02:45:20 UT at a depth of 32 km, with
an epicenter at 38.435°N, 142.842°E (<https://earthquake.usgs.gov/earthquakes/
eventpage/usp000hvhj/executive>).

Figure 5.1 illustrates the epicentral location and the shake map of peak ground
velocity for the Illapel, Iquique, and Sanriku-Oki EQs (source: <https://earthquake.
usgs.gov/earthquakes>). The present study employs the seismic data derived from
seismometers and TEC data derived from GNSS receivers. Figure 5.1 also illustrates
the locations of seismic stations and GNSS receivers for the three EQ events.
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Figure 5.1 - Locations of the 2015 Illapel (A), the 2014 Iquique (B) and the 2011 Sanriku-
oki (C) EQs.

The epicenter of the EQs is represented by a red star and the blue triangles show the
location of the seismic stations used in this study. The dots of different colors represent
the SIPs at the time when the ionoquake occurred, each color corresponds to a particular
PRN. The black squares depict the location of the GNSS stations. The colored contours
represent the PGVs for each of the EQs. Beach ball shows the Global Centroid Moment
Tensor.

SOURCE: Sanchez et al. (2023).
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5.1.1 TEC data and ionoquake detection

For Illapel and Iquique EQs, we examine the TEC data with 15 seconds sam-
pling rate, retrieved from GNSS receivers of the permanent ground-based net-
work UNAVCO (<http://www.unavco.org>) and CSN <https://ccmc.gsfc.nasa.
gov/modelweb/models/iri2016_vitmo.php>. For the analysis of the Sanriku-Oki
EQ, the original TEC data is with a 1-second sampling rate, retrieved from GNSS
Earth Observation Network System (GEONET). For identical spectral conditions,
however, the study lowers the sampling rate from 1 second to 15 seconds.

During the EQs, multiple GNSS satellites were visible by ground-based GNSS re-
ceivers. However, here we focus on PRNs = 12 and 24 for the Illapel EQ, PRNs
= 01, 20, and 23 for the Iquique EQ, and PRN = 07 for the Sanriku-Oki EQ. We
have selected these PRNs since their projected locations at the ionospheric heights
i.e., the Sub-Ionospheric Points (SIP) are within ∼450 km of the epicenter, and the
elevation angle is more than 42◦, except for the Sanriku-Oki EQ, where the elevation
angle was ∼ 30◦.

To monitor the ionoquake energetics in the presence of ambient ionospheric and non-
seismic energetics, we employ the wave-decomposition analysis to the time series of
vTEC. The analysis relies on filtering the time series at various frequencies between
0.13 mHz-33 mHz and search for new oscillations immediately after the EQ onset
time and in the vicinity of the epicenter.

5.1.2 VSISM estimation from seismometers

To obtain the vertical velocity (VSISM) associated with the ground vibration from
the seismometers, we employ the python library: obspyDMT. ObspyDMT is an
open-source toolbox for querying, retrieving, processing, and managing seismolog-
ical data sets (HOSSEINI; SIGLOCH, 2017). The library downloads the data in
count format, estimates the ground vibration, and minimizes the instrumental re-
sponse contributions associated with the frequency response, amplifier, analog and
digital filters, and digitization. We used a bandpass filter on the seismograms before
deconvolution, with a tuple defining the four corner frequencies (0.02, 0.12, 10, 20)
(HOSSEINI; SIGLOCH, 2017).

In the present study, VSISM corresponds to the seismic station CO03 for the Illapel
EQ, PSGCX for the Iquique EQ, and KSN for the Sanriku-Oki EQ (Figure 5.1). To
match the TEC sampling rate and to achieve identical spectral conditions between
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the two datasets, we reduce the seismic data sampling rate from 0.05 seconds to
15 seconds. The IRIS network (<http://ds.iris.edu/wilber3/find_event>) and Na-
tional Research Institute for Earth Science and Disaster Resilience (NIED)-F-net
(<https://www.fnet.bosai.go.jp/>) administer the seismic data.

5.2 Methodology rapid ionoquakes

In contrast to previous studies that rely on the onset time of an EQ, here we sug-
gest to use the seismic peak time of the VSISM for the estimation of the ionoquake
detection time (tdetection). The seismic peak time represents the time of the maxi-
mum seismic oscillations rather than the beginning time of the oscillations. We note,
however, that the identification of the oscillation peak in the time series is compara-
tively unambiguous. The analysis subjects the VSISM and TEC data to the spectral
analysis procedure with identical spectral conditions, namely, the equal data length
of 2 hours and a sampling rate of 15 seconds. Then, we examine the spectrogram in
a frequency range of 0.13 mHz-33 mHz, and, for each frequency, we search for new
oscillations in TEC starting from the corresponding peak onset time of VSISM and
in the vicinity of the epicenter.

We test two independent criteria to identify the peak time. In TEST-1, the peak
time corresponds to the time of the first peak in the VSISM and TEC oscillation.
In TEST-2, the peak time corresponds to the time of the maximum in the VSISM

and TEC oscillations, i.e., corresponds to the time of the maximum amplitude. The
peaks and the maxima are estimated by using the python module "find-peaks". If
the peak time of VSISM and ionoquake are tSISM and tTEC respectively, then the
ionoquake detection time can be defined as follows:

tdetection = tTEC − tSISM (5.1)

Since both tSISM and tTEC suffer identical time shift from spectral analysis, the
ionoquake detection time tdetection remains unaffected by the time shift.

5.3 Results and discussion of the rapid ionoquakes

We first apply our methodology to the 2015 Illapel EQ case. The time series of the
seismic VSISM and the ionospheric TEC data are shown in Figure 5.2. The seismic
data are from the seismic station CO03, which is the closest to the epicenter, and
TEC data corresponds to the SIP of Line-Of-Sight between the GPS station LSCH
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and G12 satellite (Figure 5.1). The SIP of the trajectory of PRN 12 passes over the
seismic fault region and remains close to the epicenter (Figure 5.1).

Figure 5.2 - Vertical ground velocity and TEC time series.

Vertical ground velocity recorded by seismic station C003 (A), TEC time series recorded
by the GNSS satellite PRN G12 and the LSCH ground receiver (B), for the 2015 Illapel
EQ. Both the VSISM and TEC time series have a resolution of 15 seconds.

SOURCE: Sanchez et al. (2023).

Figure 5.3 demonstrates the results of TEST-1 and TEST-2 in left and right panels,
respectively. We note the following characteristics:

• (A1, B1) reveal that the peak onset time of the VSISM depends on the
frequency and occurs between 22:54-23:03 UT,

• (A2, B2) reveal that the peak onset time of ionoquakes also depends on
the frequency

• (A3, B3) reveal that the peak onset time of ionoquakes occurs about 250-
550 seconds after the peak time of the VSISM , depending on the frequency
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and testing criteria, i.e., the detection time of ionoquakes ranges between
250-550 seconds,

• In both TEST-1 and TEST-2, the detection time of ionoquakes ranges
between 250-400 seconds, for the frequency range of 2-10 mHz,

Since both TEST-1 and TEST-2 confirm the ionoquake detection time range of
250-400 seconds, it can be considered as the valid ionoquake detection time in this
frequency range, invariant of the criteria.

Figure 5.3 - Spectrogram of TEC data and seismometers to calculate arrival time of the
Ionoquakes.

Results of TEST-1 (left) and TEST-2 (right). Panels A1-B1 show the VSISM time series
recorded by the CO03 seismic station for different frequencies. Panels A2 and B2 show
the ∆TEC time series obtained at different frequencies for the lsch PRN G12 station. The
red dots in (A1) and the blue dots in (A2) show the time of the peak in the first seismic
oscillation and the first ∆TEC oscillation. On the other hand, the red and blue points in
(B1, B2) show the peak in the entire series of seismic and ∆TEC oscillations, respectively.
The gray points in panels (A3, B3) represent the detection time of ionoquakes.

SOURCE: Sanchez et al. (2023).
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To validate the methodology of the detection time estimation, we apply it to the
other SIP from various GPS stations within ±400 km CO03-SIP distance that de-
tected ionoquakes, and we further examine the relationship between the detection
time and the CO03-SIP distance. Figure 5.4(A, B) demonstrates the relationship
for the frequency of 3.7 mHz and a frequency range of 3.2-10 mHz, respectively. We
note the expected increase of the detection time with the distance. According to
Figure 5.4(B), the minimum detection time is about 200 seconds at the distance of
about -125 km, corresponding to the CO03-SIP distance of LSCH-G12. Since de-
tection time prolongs symmetrically across the minimum ionoquake detection time
location, the analysis identifies this detection as the "earliest ionoquake". Noticeably,
it is located very close to the epicenter and fault region (denoted as red star and
purple square in Figure 5.4). Therefore, our methodology not only estimates the
detection time vs. distance characteristics but also, locates the earliest ionoquake
close to the epicenter, based on the minimum detection time of the ionoquake. These
two findings, therefore, validate the estimation of the ionoquake detection time in
the present study.
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Figure 5.4 - CID/ionoquake detection time as a function of the horizontal distance from
CO03 seismic station.

Panel (A) was calculated with the frequency of 3.7 mHz, panel (B) with frequencies from
3.2 to 10 mHz. (C) ionoquake detection time calculated with the onset time documented by
the USGS 22:54:32 UT; (D) is calculated with the time of the maximum slip as estimated
by the USGS. The frequency range is between 3.2 and 10 mHz. The distance of 0 km
indicates the location of the CO03 seismic station.

SOURCE: Sanchez et al. (2023).

In supplementary Figure A.8, we present time snapshots of the TEC map during
-300-1400 seconds where 0 seconds correspond to the peak onset time of VSISM
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at the frequency of 3.7 mHz. We note that the TEC response becomes noticeable
approximately 240-300 seconds after the EQ onset, in confirmation of findings in
Figures 5.3-5.4.

5.3.1 Possible subjectivities of the new methodology and their impacts
on the ionoquake detection time

5.3.1.1 Seismic station vs. Epicenter

Figure 5.4 shows the ionoquake detection time estimated with reference to a par-
ticular seismic station: CO03, instead of the epicenter location. In order to examine
any possible subjectivity arising from the location of a seismic station, we carry out
the ionoquake detection time estimation for various seismic stations (Figure A.9).
We note that the ionoquake detection time remains within 250-400 seconds near the
epicenter, independently on a choice of a seismic station. Therefore, the results of
the present methodology are not subjective to a choice of seismic station.

5.3.2 Detection altitude for rapid ionoquakes

Figure 5.4(A, B) reveals the potential of the present methodology to identify the
epicentral distance of the earliest ionoquake close to the epicenter. However, the
location of CID/ionoquakes depends on the altitude (HION) of the thin ionospheric
layer that is assumed to be HION= 300 km in Figure 5.4(A, B). Consequently, the
horizontal distribution of ionoquakes will also depend on HION. To have an unam-
biguous ionoquake detection time, we examine the horizontal distribution of iono-
quake detection time with varying HION=200, 250, 300, and 350 km (Figure 5.5).
Interestingly, in Figure 5.5(C), for HION=300 km, the epicenter and the locations of
minimum detection time are the closest. Therefore, the altitude region around 300
km is the most favorable altitude for the detection of the ionoquakes.
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Figure 5.5 - Ionoquake detection time - distance diagram for numerous SIPs.

Ionoquake detection time - distance diagram for numerous SIPs for a frequency range of
3.2-10 mHz and different altitudes of detection.

SOURCE: Sanchez et al. (2023).

5.3.3 Onset time of EQs vs. Peak onset time of VSISM

In previous studies, the onset time of an EQ was used as a reference for the seismic
source time (ASTAFYEVA et al., 2011; ASTAFYEVA et al., 2013; ASTAFYEVA,
2019b; THOMAS et al., 2018). However, strictly speaking, the EQ onset time does
not represent the source time. The theory considers the co-seismic crustal uplift
to be the source of CID. Consequently, it is the time of the co-seismic uplift that
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should be taken as the source time. However, seismic ruptures take time to propagate
and cause crustal uplifts. For large EQs that are characterized by large-dimension
faults, the delay between the EQ onset and the maximum uplift can reach up to
3 minutes. For smaller events, the delay of 10 to 20 seconds is usually observed.
While this time is the most correct to use, it cannot be calculated rapidly and
without numerical modeling of seismic faults. Besides, different seismological and
seismo-geodetic techniques provide different solutions.

Our approach suggests using the peak onset time of VSISM that is calculated from
seismic stations. The main advantage of our method is the independence on the
seismological models, and also in the fact that it allows to calculate the CID arrivals
very rapidly, i.e. potentially it can be used in near-real-time.

According to the USGS solutions, the Illapel EQ onset time is 22:54:32 UT, and the
maximum uplift occurred at 22:55:22 UT on the north-east from the epicenter. The
peak onset time of VSISM varies between 22:54 and 23:03 UT (Figure 5.3(A1, B1)),
i.e., it is delayed between 32 seconds and 9 minutes from the USGS onset time, and
87 seconds to nearly 10 min from the seismic uplift time.

To examine the effects of the delay and other subjectivities arising from the usage of
the seismic peak onset time rather than the EQ onset time and the uplift time, we
carry out the ionoquake detection time estimation with the following conventional
definitions:

t1detection = tTEC − 22 : 54 : 32, t2detection = tTEC − 22 : 55 : 25 (5.2)

Here, tTEC is the peak onset time of ionoquake is the same as defined for TEST-
1 in Equation (5.1). The t2detection in Equation (5.2) the maximum uplift time.
Figure 5.4(C, D) shows the results for the t1detection and t2detection. One can see that
within 50 to 200 km epicentral distance, both the t1detection and t2detection are less
than 400 seconds.

Moreover, we note that in Equation (5.2), the tTEC corresponds to the first peak
of ionoquake, and it is subtracted from the EQ onset time of 22:54:32. However, in
this scenario, the onset time of an ionoquake is more correct than the time of the
first peak of ionoquake. This will however decrease the t1detection. For instance, at a
frequency of 4.3 mHz, the onset time of the ionoquake will occur about 116 seconds
earlier than the time of the peak of the ionoquake. Therefore, in Figure 5.4(C, D),
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the appropriate ionoquake detection time will shift by -116 seconds at the frequency
of 4.3 mHz. Consequently, in the vicinity of the epicenter the ionoquake detection
time can be around 300 seconds, which might seem too short knowing that the
"nominal" propagation of CID is about 7-10 minutes. Such a short timing could be
related to low elevation angles during the detection of ionoquakes, that will lead
to lower and much lower altitudes of detection, or higher vertical and horizontal
propagation speeds because of transformation of acoustic waves into shock-acoustic
waves due to non-linear effects. Below we discuss all these possible explanations.

5.3.4 Propagation speed and acoustic wave energetics

Relative to the location of the minimum detection time, the averaged propagation
speed of the ionoquakes can be estimated as follows:

v = d − dgeneration

t − tgeneration
=⇒ v1 = d − d0

t − t0
or v2 = d − deq

t − teq

(5.3)

where (d, t) are the coordinates of the ionoquake in Figure 5.4(A),
(dgeneration, tgeneration) are the coordinates of the ionoquake at the time of gen-
eration, (d0, t0) are the coordinates of the ionoquake corresponding to the minimum
detection time in Figure 5.4(B), and (deq, teq) are the location of the epicenter and
the onset time of the EQ. The speed v1 sets the upper limit for the actual speed
since the ionoquakes are possibly generated either at the minimum detection time
or slightly earlier. The speed v2 sets the lower limit for the actual speed since
ionoquakes are certainly generated after the onset time of EQ teq. Therefore, the
actual speed resides in between the lower v2 and upper v1 limits. Figure A.10
shows the distribution of v1 and v2 as a function of ionoquake detection time and
CO03-SIP distance. We note that they are in the range of 0.25-1.5 km/s such that
the early detected ionoquakes have predominantly large speeds. For instance, rapid
ionoquakes with a detection time of 250-400 seconds predominantly propagate faster
than 0.75 km/s which is the acoustic speed range in the upper atmosphere. Previous
studies have found that acoustic-gravity waves resulting from ground vibration can
efficiently couple with the ionosphere and give rise to the ionoquakes (ROLLAND
et al., 2013; SANCHEZ et al., 2022). If a wave responsible for coupling propagates
faster than 0.75 km/s, it arrives at 180 km or higher altitude in 250-400 seconds.
Therefore, the detection time and propagation speed of rapid ionoquakes suggest
the altitude of detection of rapid ionoquakes to be above 180 km altitude, i.e., in
the upper atmosphere where acoustic speed is faster than 0.75 km/s. Therefore, the
methodology of ionoquake detection time estimation and their propagation speed
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estimation validate each other. Moreover, it is correct to say that the majority of
rapid ionoquakes originate in the altitude range between 180 km and HION=300
km. Interestingly, simulation study by Chum et al. (2016) for the Illapel EQ finds
significant air particle disturbance in the altitude range of 170-250 km, raising the
possibility of the majority of ionoquakes to be in this altitude range, as found in the
present study. Also, the simulation study by Kherani et al. (2012) demonstrated
the acoustic-gravity wave with a vertical phase speed of more than 600 m/s to give
rise to the coseismic TEC disturbances within (300) 360 seconds at the height of
180 (250) km.

The lower limit v2 distribution in Figure A.10 also attains the lowest of about
0.25 km/s for the early detected ionoquakes in the vicinity of the epicenter. This is
due to the instantaneous generation (tgeneration = teq) assumption in (5.3) which is
not quite realistic. For the large EQ of the 2011 Japan tsunami, the simulation of
the SAI coupling revealed that the ionoquake can be developed within 360 seconds
from the EQ onset due to the fast-propagating AGWs energetics (KHERANI et
al., 2012). Therefore, the definition v1 in (5.3) and the corresponding distribution
in Figure A.10(A) represent a realistic scenario. Moreover, in the present study, the
ionoquake detection time of 250-400 seconds can be associated with the SAI coupling
mechanism energized by the acoustic-gravity wave.

5.3.5 Ionoquake detection time during Iquique EQ of Mw8.2 on 01
April, 2014

Figures 5.6-5.7 show our results for the Iquique EQ of 01 April 2014. The temporal-
spectral characteristics of VSISM and TEC data in Figure 5.6(A1-A2) and the es-
timation of tdetection in Figure 5.6(A3) reveal the detection of ionoquakes starting
from 430 seconds after the peak onset time of VSISM for the frequency range of 2
mHz-10 mHz. The conventional detection time t1detection, represented by yellow cir-
cles in Figure 5.6(A3) is in between 600-700 seconds which suffers from the time
shift effects, as discussed in Section 5.3.1.1 The relationship between tdetection and
seismic-SIP distance in Figure 5.7 shows the two-direction propagating ionoquakes
with the earliest ionoquake location near the epicenter for HION=200 km. We note
the detection of several rapid ionoquakes in 400-430 seconds within 200 km seismic-
SIP distance, i.e., within about 250 km epicentral distance. The detection of rapid
ionoquakes in the case of the Iquique EQ is slightly delayed, in comparison to the
much earlier detection (lower than 400 seconds) in the case of the Illapel EQ. This
suggests that not all strong EQs produce rapid-ionoquakes detectable within 400
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seconds from the peak onset time of the ground vibration.

Figure 5.6 - Results of TEST-1 (left) and TEST-2 (right) for the 2014 Iquique EQ.

Panels A1-B1 show the VSISM time series recorded by the PSGCX seismic station for
different frequencies. Panels A2 and B2 show the ∆TEC time series obtained at different
frequencies for the TRTA PRN G20 station. The red dots in (A1) and the blue dots in (A2)
show the time of the peak in the first seismic oscillation and the first ∆TEC oscillation. On
the other hand, the red and blue points in (B1, B2) show the peak in the entire series of
seismic and ∆TEC oscillations, respectively. The gray points in panels (A3, B3) represent
the detection time of ionoquakes.

SOURCE: Sanchez et al. (2023).
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Figure 5.7 - Ionoquake detection time calculated for the Iquique EQ.

Ionoquake detection time calculated for the Iquique EQ calculated for frequencies from
3.2 to 10 mHz. The distance of 0 km indicates the location of the PSGCX seismic station.

SOURCE: Sanchez et al. (2023).

5.3.6 Ionoquake detection time during Sanriku-Oki EQ of Mw7.4 on
March 9, 2011

We applied our newly developed method to seismic and TEC data around the epi-
central area of the Sanriku-oki EQ (Figures 5.8-5.9). The temporal-spectral char-
acteristics of VSISM and TEC data in Figure 5.8(A1-A2) and the estimation of
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tdetection in Figure 5.8(A3) reveal the detection of ionoquakes between 240-400 sec-
onds for the frequency range of 2.5 mHz-10 mHz. The conventional detection time
t1detection = tTEC − 02 : 45 : 20, represented by yellow circles in Figure 5.8(A3) also
below 400 seconds for frequencies below 5 mHz. Figure 5.9 reveals the detection of
rapid ionoquakes, as close as 100 km of the epicentral distance. The relationship
between the tdetection and the seismic-SIP distance shows two-direction propagating
ionoquakes from the epicentral region for HION=150 km-180 km.

Figure 5.8 - Application of TEST-1 for the 9 March 2011 Sanriku-oki EQ with Mw7.3.

(A) is generated for the GPS station 0937 and PRN 07. (B) is generated for the GPS
station 0560 and PRN 07. The seismic station is KSN. The yellow spheres in A3 and B3
indicate the points calculated with the USGS time onset.

SOURCE: Sanchez et al. (2023).

Previously, Thomas et al. (2018) and Astafyeva (2019b) reported the detection of
the first ionoquakes at 430 seconds and 470-480 seconds respectively at the alti-
tudes 150 km and 180-190 km, respectively. Our methodology applied for the same
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LOS as in Thomas et al. (2018) and Astafyeva (2019b) shows quite similar results:
The conventional detection time t1detection, represented by yellow-circles in Figure
A.11(A3-B3) is 430-520 seconds. However, based on the tdetection, the earliest iono-
quakes are detected at about 320 to 460 seconds, as shown by the gray circles in
Figure A.11(A3-B3). Moreover, HION=150 km-180 km of the present methodology
confirms the altitude of the earliest ionoquakes reported in the previous studies
of Thomas et al. (2018) and Astafyeva (2019b). Therefore, our methodology esti-
mates the true earliest arrivals of the ionoquakes/CID, in addition to the altitude
of detection.

Figure 5.9 - Ionoquakes detection time calculated for the 2011 Sanriku-oki EQ.

Ionoquakes detection time calculated for the 2011 Sanriku-oki EQ with frequencies from
3.2 to 10 mHz. The distance of 0 km indicates the location of the KSN seismic station.

SOURCE: Sanchez et al. (2023).
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Supplementary Figure A.12(A) shows the results for conventional detection time
t1detection in the same format as Figure 5.9(B). For comparison, Figure 5.9(B) is re-
drawn as Figure A.12(B). The conventional method detects the earliest ionoquakes
350-400 seconds after the EQ onset time though they are few compared to the
number of earliest ionoquakes detected from the newly developed method in Figure
A.12(B). Therefore, both conventional and the newly developed methods detect the
earliest ionoquakes in less than 400 seconds from the EQ onset time and from the
time of the peak seismic uplift.

5.3.7 Rapid ionoquakes from Seismo-Atmosphere-Ionosphere coupling

Past simulation studies (e.g.,Kherani et al. (2012), Kherani et al. (2016)) have found
that the SAI coupling energized by the AGWs generates rapid ionoquakes. The cou-
pling mechanism initially excites long-wavelength AGWs from the sudden seismic
impulse associated with the main shock, followed by the excitation of the short-
wavelength AGWs (KHERANI et al., 2012). For the Tohoku-Oki tsunami, the sim-
ulation study had shown that the long wavelength AGWs arrive at the ionospheric
heights within 360-420 seconds from the mainshock onset and generate ionoquakes
in the 150-350 km altitude range and in the vicinity of the epicenter. The rapid
ionoquakes of the present study are likely to be associated with this coupling mech-
anism. It is possible that depending on the seismic, atmospheric, and ionospheric
conditions, the altitude of rapid ionoquakes varies between 150-350 km, as found in
the present study.

It is important to note that the early arrival (within 360-420 seconds) of long-
wavelength AGWs in the upper thermosphere and subsequent early generation of
ionoquakes from the simulation study of Kherani et al. (2016) was for the case of
a tsunami. For an EQ, no simulation study is available to support the early arrival
within 400 seconds from the mainshock onset of the present study. The simulation
study of Chum et al. (2016) for the Illapel EQ demonstrates the onset time of air
particle disturbances as early as 530 seconds at 800 km epicentral distance. It is
likely that the onset time of air particle disturbances in the vicinity of the epicenter
is shorter than 530 seconds. This possibility is examined in the simulation study of
the SAI coupling mechanism in Chapter 6.

We note that for the Illapel EQ, the present study finds the detection altitude of
ionoquakes around 250 km-300 km while the simulation study by Chum et al. (2016)
for this EQ finds the maximum air particle disturbance at an altitude of 170 km.
However, their study also shows the presence of significant air particle disturbances

67



up to 250 km altitude, raising the possibility of ionoquake altitude to be higher than
the altitude of the maximum air particle disturbance. In fact, the ionoquake origin
altitude is determined by both the air particle disturbance and ionospheric density
profile (ASTAFYEVA, 2019b) so the altitude of intense ionoquake is likely to be in
between the altitude of the maximum air particle disturbance and the altitude of
maximum ionospheric density. Moreover, their simulation results correspond to the
epicentral distance of about 800 km while the rapid ionoquakes in the present study
reside within 200 km epicentral distances. How the ionoquake altitude depends on
the epicentral distance is an aspect yet to be investigated in a simulation study.

5.4 Summary of rapid detection of ionoquakes with GNSS-TEC data

We report early detections of ionoquakes associated with the 2015 Illapel, the 2014
Iquique, and the 2011 Sanriku-Oki EQs. Using TEC and seismic measurements, the
study compares ionoquakes from our new and previous methods. The new method
relies on applying the same data processing procedures to the seismic and TEC data,
and on estimating the time of the peak of the seismic and TEC vibrations to obtain
the ionoquake detection time. The advantage of our method is its independence
from the seismological models. The method produces the expected prolongation in
ionoquake detection time with increasing distance from the epicenter. Moreover,
the method allows locating the earliest detected ionoquakes which turns out to be
near the epicenter. The localization is more accurate for the thin ionospheric layer
centered around an altitude of 300 km for the Illapel, 200 km for the Iquique, and
150-180 km altitude for the Sanriku-Oki EQs. The new method also finds spec-
tral and propagation characteristics of the earliest ionoquakes predominantly in
the acoustic range. A comparative study with the conventional ionoquake detection
time method highlights a new result that the detection time of earliest ionoquakes
is within 400 seconds from the EQ onset time and from the time of peak seismic
uplift, for the Illapel and Sanriku-Oki EQs. For the Iquique EQ, the new method
detects the ionoquakes as early as 430 seconds from the time of the peak seismic
uplift.
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6 RAPID IONOQUAKE SIMULATION WITH SAI-ANA CODE

One of the unresolved issues in ionospheric seismology is the early detection of near-
field ionoquakes, in less than 8 minutes from the EQ onset. In Chapter 5 we explained
with GNSS-TEC data that large EQs can generate ionoquakes detection as early as
400 seconds after EQ onset and 250-430 seconds after the seismic peak. According to
Astafyeva and Shults (2019), these rapid ionoquakes are the most promising products
of near-real-time ionospheric seismology. The present theoretical study simulates the
rapid ionoquakes, based on SAI coupling energized by AGWs. We employ a recently
developed SAI-ANA code (explained in Chapter 4) of AGWs to simulate the SAI
coupling, for three large EQs with Mw>7.1. This is the first study to show the rapid
arrival of AWs at ionospheric heights and the development of ionoquakes in less
than 7 minutes from the EQ onset. The study is also the first one to simulate the
rapid ionoquakes within a simulation time of 2-3 minutes, much faster than their
development and detection.

6.1 Application of the SAI-ANA code to large EQs

The parameters of the three EQs, i.e., the 2015 Illapel, the 2014 Iquique and the
2011 Sanriku-oki EQs that we will analyze in this chapter were already detailed in
Section 5.1. Also, the processed VSISM data were used as input for our analytical
method code.

6.1.1 2015 Illapel EQ

Figure 6.1 shows the propagation of the AGWs and the associated ionospheric den-
sity perturbation over the epicenter with the new SAI-ANA code implemented
in Chapter 4. The SAI-ANA code is carried out with the coupled seismic up-
lift+AGWs+ Ionospheric disturbances numerically. In Figure 6.1(A), we note that
from the surface, numerous waves with wavefronts of different slopes, i.e., of dif-
ferent phase speeds are launched. This is owing to the numerous scale heights and
duct sizes present in the atmosphere, that allow numerous wavelengths at a given
frequency to be sustained. We note that the waves with significant amplitudes arrive
at 160 km altitude within 300 seconds from the mainshock onset. These waves have
wavelengths comparable to the size of the longest atmospheric duct of about 150
km and at the acoustic frequencies, they propagate with a phase speed of about
600 m/s or more. In other words, owing to their longer wavelength comparable to
the size of the troposphere-thermospheric duct, these waves tend to propagate with
a speed equal to the local thermospheric sound speed. On the contrary, the waves
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with shorter wavelengths comparable to the small sizes ducts of the lower atmo-
sphere propagate with phase speeds equal to numerous local sound speeds of the
lower atmosphere. The simulation overcomes the average sound speed limitation
of ray tracing, by capturing the wavefronts that propagate with numerous sound
speeds that are present in the atmosphere at different heights. We note in Figure
6.1(A) that although the phase speed is about 600 m/s or more, the amplitude of
the wave, i.e., the fluid oscillation is about 50 m/s, much less than the average atmo-
spheric sound speed. Therefore, such a fast propagating wave is not a shock acoustic
wave because the wave is characterized by a phase speed lesser than the average
atmospheric sound speed and an amplitude comparable to the thermospheric sound
speed. Figure 6.1(B) shows the result of the ionospheric density disturbances ex-
cited by the energy of AGWs. We observe that the ionospheric density disturbance
reaches the magnitude of approximately 5% of the ambient ionospheric density.
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Figure 6.1 - Acoustic-gravity wave amplitude and ionospheric density disturbance, during
the Mw8.1 Illapel EQ of 16 September 2015.

(A) Vertical propagation of AGWs and sound speed profile calculated using the atmo-
spheric empirical model MSISE (B) Ionospheric density disturbance above the epicenter
and ionospheric electron density profile as deduced from the online IRI-2016 model.

SOURCE: Author’s production.

Figure 6.2(A1) reveals that the peak time of uplift depends on the frequency. Figure
6.2(A2) also reveals that the peak time of ionoquakes also depends on the frequency.
Figure 6.2(A3) reveals that the ionoquake detection time ranges between 250-300
seconds from the peak time of uplift, depending on the frequency, those values are
consistent with the observational data in Figure 5.3.
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Figure 6.2 - Spectrogram and detection time of ionoquakes with the SAI-ANA code, for
the 2015 Illapel EQ.

(A1) The results show the uplift time series for different frequencies. Panel A2 shows the
time series of ∆TEC obtained at different frequencies for a PRN above the epicenter.
The filled circles in (A1, A2) represent the time of the peak in the first seismic oscillation
and the first ∆TEC oscillation, respectively. The filled circles in panel A3 represent the
detection time of ionoquakes, tdetection, derived from Equation 5.1.

SOURCE: Author’s production.

Using the methodology explained in Chapter 5, we estimate the detection time,
for several simulated SIPs within a distance of ± 200 km from the epicenter. Fig-
ure 6.3 demonstrates that for a frequency range of 3.2-12 mHz, the detection time
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spreads symmetrically along the minimum location of the ionoquake detection time,
in addition, the minimum time detection time is about 250 seconds. These findings,
therefore, validate our ionoquake detection time results presented with observational
data in Figure 5.4(B).

Figure 6.3 - Application of SAI-ANA code showing ionoquake detection time versus epi-
central distance for the 2015 Illapel EQ.

Diagram of ionoquake detection time versus epicentral distance to Sub-Ionospheric-Point
(SIP) of Line-of-sight (LOS), for a frequency range 3.2-10 mHz. The distance of 0 km
indicates the location of the epicenter.

SOURCE: Author’s production.

In Figure 6.4, we note that the observed and SAI-ANA code waveforms of ionoquakes
are fairly good in agreement. Moreover, observed and SAI-ANA code ionoquake
detection times are in the same time range of 260-400 seconds, according to Figures
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5.3 and 6.2. Therefore, the physical mechanism is Seismo-Atmosphere-Ionosphere
coupling dynamics energized by the AGWs.

Figure 6.4 - Spectral ∆TEC comparison between observation (blue) and simulation (yel-
low), for the Illapel EQ.

SOURCE: Author’s production.
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6.1.2 2014 Iquique EQ

In Figures 6.5-6.7, the results from the SAI-ANA code are shown for the Iquique
EQ of 01 April 2014. Figure 6.5 displays results from the vertical propagation of
AGWs and Ionospheric density disturbance above the epicenter. As observed for
the Illapel EQ from the surface, numerous waves with wavefronts of different slopes
are launched by the simulated forcings. It can be seen in Figure 6.5(B) that these
wavefronts generate maximum disturbances around 200 km.

Figure 6.5 - Acoustic-gravity wave amplitude and ionospheric density disturbance, during
the Mw8.3 Iquique EQ, 2014.

The same as in Figure 6.1.
SOURCE: Author’s production.

Figure 6.6 reveals the temporal-spectral characteristics of uplift and TEC data gen-
erated with the SAI-ANA code. We obtain the detection of ionoquakes in the range
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of 380-600 seconds from the EQ onset for the acoustic frequency range of 3.2-12 mHz.
Figure 6.7 reveals that observed and with SAI-ANA code waveforms of ionoquakes
are fairly good in agreement.

Figure 6.6 - Spectrogram and detection time of ionoquakes with the SAI-ANA code, for
the 2014 Iquique EQ.

The same as in Figure 6.2
SOURCE: Author’s production.
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Figure 6.7 - ∆TEC comparison between observation (blue) and simulation (yellow), for
the Iquique EQ.

SOURCE: Author’s production.

6.1.3 2011 Sanriku-Oki EQ

Figures 6.8-6.9 demonstrate the results from the SAI-ANA code for the 2011 Sanriku-
Oki EQ. Figure 6.8 shows the vertical propagation of the AGWs. Unlike the two
previous EQs, whose maximum amplitude of the velocity is concentrated around
300 seconds, then it dissipates quickly. The disturbance of the maximum ionospheric
density is concentrated in approximately 320 seconds at an altitude of 180 km, so
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these values are consistent with the observational results of Chapter 5.

Figure 6.8 - Acoustic-gravity wave amplitude and ionospheric density disturbance, during
the Mw7.3 Sanriku-Oki EQ, 2011.

The same as in Figure 6.1
SOURCE: Author’s production.

Figure 6.9 shows temporal-spectral characteristics of uplift and TEC disturbances
revealing the detection of ionoquakes in 280-320 seconds for the acoustic frequency
range of 2.5 -12 mHz. Figure 6.10, as for the two EQs analyzed, shows a good
correlation between the observational and simulated data.
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Figure 6.9 - Spectrogram and detection time of ionoquakes with the SAI-ANA code, for
the 2011 Sanriku-Oki EQ.

The same as in Figure 6.2
SOURCE: Author’s production.

6.2 Discussion

Past simulation studies (e.g., Kherani et al. (2012), Kherani et al. (2016)) have found
that the SAI coupling energized by the AGWs generates rapid ionoquakes in the up-
per thermosphere within 360 seconds from the EQ onset. The rapid ionoquakes of
the present study are likely to be associated with this coupling mechanism. How-
ever, the simulation study of Kherani et al. (2016) was for the case of a tsunami.
For an EQ, no simulation study is available to support the early arrival within 360
seconds from the mainshock onset of the present study. The simulation study of
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Figure 6.10 - Spectral ∆TEC comparison between observation (blue) and simulation (yel-
low), for 2011 Sanriku-Oki EQ.

SOURCE: Author’s production.

Chum et al. (2016) for the Illapel EQ demonstrates the onset time of air particle
disturbances only 530 seconds after the EQ at 800 km epicentral distance. Conse-
quently, in the vicinity of the epicenter the disturbance should be detected several
hundred of seconds earlier.

We examine this possibility by using our new SAI-ANA code the coupled seismic
uplift AGWs-Ionospheric disturbances numerical code of SAI coupling mechanism.
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In the Figures of this chapter, we demonstrate the results of our SAI-ANA code,
associated with the 2015 Illapel, the 2014 Iquique, and the 2011 Sanriku-oki EQs.
We note in Figures 6.4, 6.7, and 6.10 that the observed and simulated waveforms of
ionoquakes are fairly good in agreement.

Moreover, in Figures 5.3(A3), 5.6(A3) and 5.6(A3) observed and Figures 6.2(A3),
6.6(A3) and 6.9(A3) simulated ionoquake detection times are in the same time range
of 240-700 seconds. Therefore, the physical mechanism responsible for the rapid
ionoquakes is the Seismo-Atmosphere-Ionosphere coupling dynamics energized by
the AGWs.

Figures 6.1(A), 6.5(A) and 6.8(A) demonstrates the vertical propagation of simu-
lated acoustic-gravity waves above the epicenter. We note that from the surface,
numerous waves with wavefronts of different phase speeds are launched. We remind
that this is owing to the numerous scale heights and duct sizes present in the atmo-
sphere, that allow numerous wavelengths at a given frequency to be sustained. We
note that the waves with significant amplitudes of about 50 m/s arrive at 160 km
altitude within 300 seconds from the mainshock onset.

These waves have wavelengths comparable to the size of the longest atmospheric
duct of about 150 km and at the acoustic frequencies, they propagate with a phase
speed of about 600 m/s or more. Therefore, in the rapid development of ionoquakes,
the long wavelength AGWs participate, as also found by Kherani et al. (2012).

We note in Figure A.9 of Appendix A for the EQ Ilapel that although the phase
speed is about 600 m/s or more, the amplitude of the wave is about 50 m/s, and
so much slower than the average atmospheric sound speed. Therefore, such a fast
propagating wave is not a shock acoustic wave as aforementioned, since the wave
is characterized by a phase speed slower than the average atmospheric sound speed
and an amplitude comparable to the thermospheric sound speed (ZETTERGREN
et al., 2017).

6.3 Summary of rapid detection of ionoquakes with the SAI-ANA code

Based on SAI coupling mechanism and AGWs energetics, the present analysis
demonstrates the rapid arrival of AGWs at the ionospheric heights and the de-
velopment of ionoquakes as early as 4 minutes from the mainshock onset. Since the
atmospheric acoustic speed is not uniform, the wave speed may range between min-
imum to maximum values, depending on local and non-local effects. The study finds
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the acoustic wave with a long wavelength of about 100 km, which propagates with
the thermospheric acoustic speed and is responsible for the rapid ionoquakes. As
the wavelength decreases, the contribution from the local acoustic speed increases,
and as a result, acoustic waves with shorter wavelengths propagate with an average
acoustic speed that is much smaller than the thermospheric acoustic speed. The SAI-
ANA code of rapid ionoquakes reveals characteristics similar to their observations
such as their time of development during 4-8 minutes from the EQ onset, their spec-
tral peak in the 3.2-12 mHz frequency range, and their horizontal propagation larger
than the thermospheric sound speed. In addition, the SAI-ANA code reveals that
the altitude HION of most intense rapid ionoquakes is located where both AWs and
electron density are significant and not necessarily at the altitude of peak electron
density.
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7 QUANTITATIVE RELATIONSHIP BETWEEN EARTHQUAKE
AND IONOQUAKE ENERGETICS

7.1 Moment magnitude (Mw)/ground uplift (VSISM) of EQ vs amplitude
(∆TEC) for 50 EQ events

EQs with Mw ≥ 6.6 and depth < 60 km can generate co-seismic ionospheric dis-
turbances or ionoquakes which are disturbances in the electron density and electric
field of the ionosphere. The present study establishes the relationship between the
Mw/ground uplift (VSISM) derived from the seismic data and amplitude (∆TEC) of
the ionoquakes derived from TEC measurements. The study is associated with the
EQs that occurred worldwide from 1994 to 2021 with Mw ≥ 6.6 and depth < 60 km.
Considering all the EQs, the correlation obtained between the Mw and amplitude
of the ionoquakes is in the range of 0.8-0.91. The relation between ground uplift
and ionoquake amplitude is sensitive to the normal mode frequencies and reveals
positive correlation with a tendency to transition from linear to exponential relation
at large values of ground uplift. This method allows us to quickly determine the EQ
parameters such as Mw and ground uplift from the amplitude ionoquake deduced
from TEC measurements. This method is of priority interest to the detection of
submarine EQs due to its direct link with the threat of tsunamis.

Previous studies have established that the amplitude of near-field ionoquakes
is strongly dependent on the magnitude of co-seismic crustal vertical displace-
ment. Thus, a stronger EQ is likely to have a greater impact on the ionosphere
(ASTAFYEVA et al., 2013; ASTAFYEVA et al., 2014; CAHYADI; HEKI, 2015;
SUNIL et al., 2021; BRAVO et al., 2022), and the water volume displaced (for sub-
marine EQs) (MANTA et al., 2020). However, the amplitude of ionoquakes does not
depend only on the magnitude of the EQ, but also on the focal depth, focal mech-
anism, surface deformation, propagation direction of the rupture, the background
TEC, the magnetic field, and the geometry of the sounding (ASTAFYEVA et al.,
2009; ASTAFYEVA et al., 2014; CAHYADI; HEKI, 2015; BAGIYA et al., 2019).

Astafyeva et al. (2013) investigated 11 reverse-fault EQs to correlate EQ magnitude
to ionoquakes amplitudes. Later, Cahyadi and Heki (2015) also compiled TEC data
from 21 EQs, considering the three types of seismic faults: reverse, normal, and slip.
Cahyadi and Heki (2015) taking the measurement of the maximum amplitude of the
ionoquakes as a reference, were able to confirm the relationship of this amplitude
with the magnitude of the EQs. Also note that Astafyeva et al. (2014) reported that
slip fault EQs generate ionospheric disturbances of similar amplitude to normal fault
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events, while Cahyadi and Heki (2015) found that slip fault events generate smaller
disturbances.

We note that, to date, most studies that have sought to relate EQs properties to
ionoquakes properties have used band-pass filters or polynomial fits on the TEC
data. In addition, as the study is done separately, some authors consider background
TEC and magnetic field, and some authors do not consider it, which could generate
imprecision in the results.

This chapter reports 50 EQs of Mw ≥ 6.6 with clear generation of ionoquakes that
occurred around the globe, with a focus on examining the quantitative relationship
between EQ energetics and ionoquake energetics. In the analysis, ionoquake ampli-
tudes are derived without employing any spectral analysis. The advantage of such
an approach is that it raises the possibility to estimate earthquake parameters in
Near Real Time from the amplitude of the ionoquakes.

7.2 Data analysis

In this study, we analyzed 50 EQs that generated detectable ionoquakes using mea-
surements of TEC derived from data of ground-based GNSS receivers networks
including UNAVCO <http://www.unavco.org>, Japan <ftp://terras.gsi.go.jp/>,
New Zealand <https://data.geonet.org.nz/>, National Seismological Center-Chile
<http://gps.csn.uchile.cl/> and Observatory of Singapore <https://www.sonel.
org/>. The magnitude of these EQs vary from 6.6 ≤Mw≤9.1, according to the
site <(https://earthquake.usgs.gov/)>. The EQ parameters are listed in Table 7.1,
in the following order: name, date, DOY, magnitude, time, latitude, longitude, depth
(according to USGS), and vertical ground velocity or uplift which is estimated from
seismometer data using ObspyDMT software. Figure 7.1 shows the location of the
epicenter of EQs with their respective Mw represented by color bar and proportional
to the size of circles.
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Figure 7.1 - The global map shows epicenters of 50 EQs with 6.6 ≤ Mw ≤ 9.1.

The colorbar represents the Mw of the EQs and the size of circles are proportional to the
Mw. The black dotted lines represent geomagnetic inclination isolines obtained from the
IGRF model for epoch 2015.

SOURCE: Author’s production.
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Table 7.1 - List of EQs and their epicentral and seismic parameters.

Label Date Doy Mw UT lat◦ lon◦ depth, km VSISM, m/s
Kuril 1994-10-04 277 8.3 13:22:55 43.77 147.32 14 0.027
ElSalvador 2001-01-13 13 7.7 17:33:32 13.049 -88.66 60 0.012
Kunlun 2001-11-14 318 7.8 09:26:10 35.946 90.541 10 0.021
Tokachi 2003-09-25 268 8.2 19:50:06 41.81 143.91 27 0.011
Macquarie 2004-12-23 358 8.1 14:59:04 -49.31 161.34 10 0.0008
Sumatra0 2004-12-26 361 9.1 00:58:53 3.32 95.85 30 0.011
Nias 2005-03-28 87 8.6 16:09:36 2.085 97.108 30 0.017
Tonga 2006-05-03 123 8 15:26:40 -20.163 -174.15 55 0.00497
Kuril06 2006-11-15 319 8.3 11:14:13 46.592 -153.226 10 0.0035
Chuetsu 2007-07-16 197 6.6 01:13:22 37.535 138.446 12 0.0066
Bengkulu1 2007-09-12 255 8.4 11:10:26 -4.438 101.37 34 0.018
Bengkulu2 2007-09-12 255 7.9 23:49:03 -2.625 100.84 35 0.013
Tocopilla 2007-11-14 318 7.7 15:40:50 -22.25 -69.89 40 0.022
Antofagasta 2007-11-15 319 6.8 15:05:58 -22.925 -70.23 26 0.018
Wenchuan 2008-05-12 133 7.9 06:28:01 31.002 103.232 19 0.018
Iwate 2008-06-13 165 6.9 23:43:45 39.03 140.88 7.8 0.0027
NewZealand 2009-07-15 196 7.8 09:22:29 -45.762 166.562 12 0.024
Maule 2010-02-27 58 8.8 06:34:11 -36.122 -72.898 22.9 0.025
Banyak 2010-04-06 96 7.8 22:15:01 2.385 97.048 31 0.02
Meulaboh 2010-05-09 129 7.2 05:59:41 3.748 96.018 38 0.014
Mentawai 2010-10-25 298 7.8 14:42:22 -3.487 100.082 20.1 0.0079
Carahue 2011-01-02 2 7.1 20:20:17 -38.355 -73.326 24 0.0013
Sanriku-Oki 2011-03-09 68 7.3 02:45:20 38.44 152.84 32 0.01
Tohoku 2011-03-11 70 9.1 05:46:24 38.297 142.37 29 0.016
Santiago 2012-03-20 80 7.4 18:02:47 16.493 -98.231 20 0.011
Sumatra1 2012-04-11 102 8.6 08:38:37 2.327 93.063 20 0.025
Sumatra2 2012-04-11 102 8.2 10:43:09 0.802 92.462 25.1 0.019
HaidaGwaii 2012-10-28 302 7.8 03:04:08 52.788 -132.1 14 0.02
Chiapas 2012-11-07 312 7.4 16:35:46 13.988 -91.895 24 0.011
Funato 2012-12-07 342 7.3 08:18:23 37.89 143.949 31 0.0069
Pakistan 2013-09-24 267 7.7 11:29:47 26.951 65.501 15.5 0.0043
Scotia 2013-11-17 321 7.7 09:04:55 -60.274 -46.401 10 0.015
Iquique0 2014-03-16 75 6.7 21:16:29 -19.981 -70.702 20 0.016
Iquique1 2014-04-01 91 8.2 23:46:47 -19.61 -70.769 25 0.023
Iquique2 2014-04-03 93 7.7 02:43:13 -20.571 -70.493 22.4 0.021
Kokopo1 2015-03-29 88 7.5 23:48:31 -4.729 152.562 41 0.024
Gorkha 2015-04-25 115 7.8 06:11:25 28.231 84.731 8.2 0.0055
Kokopo2 2015-05-05 125 7.5 01:44:06 -5.5462 151.875 55 0.031
Kodari 2015-05-12 132 7.3 07:05:19 27.809 86.066 15 0.034
Illapel 2015-09-16 259 8.3 22:54:32 -31.573 -71.674 22.4 0.043
WestSumatra 2016-03-02 62 7.8 12:49:48 -4.952 94.33 24 0.0083
Ecuador 2016-04-16 107 7.8 23:58:36 0.382 -79.922 20.6 0.0097
Kaikoura 2016-11-13 318 7.8 11:02:56 -42.737 173.054 15.1 0.016
Quellon 2016-12-25 360 7.6 14:22:27 -43.406 -73.941 38 0.028
Tadine0 2017-11-19 323 7 22:43:29 -21.325 168.672 10 0.0068
Carupano 2018-08-21 233 7.3 21:31:47 10.773 -62.902 146.8 0.026
Tadine 2018-12-05 339 7.5 04:18:08 -21.95 169.427 10 0.029
Constitucion 2019-09-29 272 6.7 15:57:53 -35.476 -73.163 11 0.024
Jamaica 2020-01-28 28 7.7 19:10:24 19.419 -78.756 14.9 0.01
Perryville 2021-07-29 210 8.2 06:15:49 55.364 -157.88835 35 0.047
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7.2.1 Estimation of uplift (VSISM) from seismometer data

The obspyDMT library in Python is used to obtain the vertical ground velocity
(VSISM). This seismological data management toolbox called ObspyDMT is an open-
source tool for managing seismic data sets (HOSSEINI; SIGLOCH, 2017). In Ob-
spyDMT, the data was downloaded in the form of counts. Using a 0.02 s sampling,
we downloaded the data considering the period from one hour prior to and one
hour after the EQ. In the following stage of the process, obspyDMT performs cor-
rections on the downloaded data. That includes the elimination of the frequency
response of the seismometers, the effects of any amplifier, analog and digital filters,
and digitalization.

7.3 Methodology to quantify the relationship between EQ and iono-
quake energetics

7.3.1 Ionoquakes amplitude estimation

For each of the 50 EQ events, we selected the IPP trajectories that registered the
most significant and distinguished variations in TEC after the mainshock onset.
Table 7.2 describes definitions of ionoquake amplitude, based on the fundamental
definition of TEC disturbance, ∆TEC1 which is described in Equations (7.1), along
with another definition ∆TEC2, in Equation (7.2). Another definition ∆TEC3 is
based on work by Sanchez et al. (2022) where wave decomposition spectral analysis
is employed to obtain the ionoquake amplitudes at various frequencies between 1-10
mHz.

Table 7.2 - Definitions of Ionoquake amplitude.

Name Method
∆sTEC1 Astafyeva et al. (2014)
∆vTEC1 Astafyeva et al. (2014)
∆sTEC2 Cahyadi and Heki (2015)
∆vTEC2 Cahyadi and Heki (2015)
∆vTEC3 Sanchez et al. (2022)

∆sTEC1 = sTECpeak − sTECmin, ∆vTEC1 = vTECpeak − vTECmin (7.1)
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∆sTEC2 = log10(∆sTEC1
TECmax

× 100), ∆vTEC2 = log10(∆vTEC1
TECmax

× 100) (7.2)

Where ∆sTECmin and ∆vTECmin are the first minimum values before ∆sTECpeak

and ∆vTECpeak respectively. Here TECmax is the maximum value of background
TEC obtained from the IRI model for each EQ event. Since the observed TEC has
biasing effects and does not represent the true background TEC, the IRI model is
used to estimate the maximum.

7.3.1.1 Choice of altitude (HION) of Sub-Ionospheric-Point (SIP)

Figure 7.2 (panels A) shows the time series associated with the Tohoku EQ of
2011-03-11, one of the biggest EQs investigated in this work. Figure 7.2 (pan-
els B) shows the Chuetsu EQ of 6.6 on 2007-07-16, the smallest EQ to produce
detectable ionoquakes without using a filter. Table 7.3 presents ionoquake am-
plitude (∆sTEC1, ∆vTEC1) estimation for various HION in between 160 to 360
km. It can be noted in panels A3 and B3 that the amplitude of the ionoquakes
varies with HION and the variation is more significant for strong EQs. For ex-
ample, the ∆vTEC1 variation for the Japan EQ was 0.32 vTECU, while it was
0.004 vTECU for the Chuetsu EQ in 2007. In other words, ionoquake amplitudes
are sensitive to the choice of HION. Astafyeva et al. (2013) noted that the main
contributor to TEC variations is the maximum ionization in the ionosphere. Also,
higher background ionization density increases ionoquake amplitudes (BAGIYA et
al., 2019). Therefore, in the estimation of ionoquake amplitude, the altitude of
maximum ionospheric density is considered to be HION. The background density
and corresponding altitude of maximum ionospheric density for each EQ are ob-
tained from the empirical model IRI-2016, which can be downloaded at:<https:
//ccmc.gsfc.nasa.gov/modelweb/models/iri2016_vitmo.php>.

88

 https://ccmc.gsfc.nasa.gov/modelweb/models/iri2016_vitmo.php 
 https://ccmc.gsfc.nasa.gov/modelweb/models/iri2016_vitmo.php 


Figure 7.2 - Time series for the Tohoku EQ 2011/03/11 of Mw 9.1 in upper panels, and
for the Chuetsu EQ 2007/07/16 Mw 6.6 in lower panels.

Panels (A1 and B1) represent sTEC, panels (A2, B2) represent vTEC, and panels (A3,
B3) represent vTEC at different altitudes from HION = 160 up to 360 km. The green dot
represents the maximum peak of Ionoquakes while the red dot the beginning of Ionoquakes.

SOURCE: Author’s production.

7.3.2 Ground uplift estimation from the seismometers

We download data from seismometers located around 5 degrees from the epicenter
to estimate ground uplift and corresponding maximum amplitude (VSISM). After
processing with ObspyDMT, we interpolate these data from the time series to attain
an identical time resolution of 15 seconds for all EQs. As a result, all data will be in
the same conditions for comparison later on. Based on these data, we calculate the
maximum VSISM for each seismic station. Due to the fact that seismic stations are
not always located near the epicenter, spatial interpolation is carried out based on
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Table 7.3 - vTEC variation between 160 and 360 km in 40 km interval, for Tohoku Mw9.1
2011 and Chuetsu Mw6.6 2007 EQs.

Tohoku 2011
NameREC_PRN Altitude LON_SIP LAT_SIP DIS_EP_SIP ∆sTEC1 ∆vTEC1
0601G26 160 -218.5 34.95 385.19 9.36 5.61
0601G26 200 -218.06 35.2 350.36 9.36 5.67
0601G26 240 -217.62 35.44 318.74 9.36 5.73
0601G26 280 -217.2 35.67 290.86 9.36 5.79
0601G26 320 -216.78 35.9 267.39 9.36 5.84
0601G26 360 -216.37 36.12 249.05 9.36 5.9

Chuetsu 2007
NameREC_PRN Altitude LON_SIP LAT_SIP DIS_EP_SIP ∆sTEC1 ∆vTEC1
0642G26 160 -223.33 36.18 208.54 0.18 0.125
0642G26 200 -223.06 36.39 172.52 0.18 0.126
0642G26 240 -222.8 36.6 137.33 0.18 0.127
0642G26 280 -222.54 36.81 103.04 0.18 0.128
0642G26 320 -222.28 37.01 69.86 0.18 0.128
0642G26 360 -222.03 37.21 38.83 0.18 0.129

GNSS station 0601 and PRN 26 are used for the analysis of the Tohoku EQ, and GNSS
station 0642 and PRN 26 for the analysis of the Chuetsu EQ. The table shows the following
parameters: SIP Longitude = LON_SIP; SIP latitude= LAT_SIP; Distance from receiver
to the epicenter = DIS_EP_REC; Distance from the epicenter to SIP = DIS_EP_SIP;
sTEC1 and vTEC1.

the maximum values of VSISM found within a reasonable distance of the epicenter,
that explanation is shown in the Figure 7.3.
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Figure 7.3 - Ground uplift recorded by 100 seismometers, for the Tohoku EQ 2011/03/11
of Mw 9.1.

Seismic stations are located at the beginning of each arrow. The colored contours represent
interpolated data from VSISM. The blue star represents the epicenter of the EQ.

SOURCE: Author’s production.

7.3.3 Results and discussion

The panels in Figure 7.4 show the location of the epicenter, the GNSS station, and
chosen IPP trajectory that was nearest to the epicenter at mainshock onset time.
These panels are arranged from smallest to greatest magnitude, i.e, from Chuetsu
(smallest) to Tohoku EQs (largest). In most cases, the SIP was between the epicenter
and the GNSS station. This scenario is described by Cahyadi and Heki (2015) as
being the most favorable for ionoquakes to attain significant amplitude, but there are
some exceptions, such as the Kokopo1 EQ and the Banyaks EQ. In contrast, Manta
et al. (2020) report, for example, that the Banyaks EQ had very weak ionoquakes,
despite favorable geometries.

91



Figure 7.4 - EQs epicenters, GNSS station coordinates, IPP trajectory, SIP, and Mw.

The SIP (yellow circle) in panels shows the location where the maximum Ionoquakes amplitude was detected for each EQ. Each panel shows
the epicenter (blue star), receiver position (red triangle), IPP trajectory (black curve), and SIP (yellow circle).

SOURCE: Author’s production.
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Figures 7.5 and 7.6 show the time series of sTEC and vTEC data, respectively. We
observe that the unfiltered data distinctly reveal the minimum and maximum and
therefore the ionoquake amplitudes in definitions (in Equations 7.1, 7.2) are esti-
mated with reasonable accuracy. We note that the maximum peaks occur between
10 minutes and 16 minutes from the mainshock onset time.

Figure 7.5 - sTEC Time series along chosen IPP trajectories for the 50 EQs.

Each panel has in the title the name of the EQ, in the upper-right part in red, is the
magnitude of the EQ, in the lower part in blue is the name of the GNSS receiver, the
bottom right side in orange shows the satellite (G stands for GPS and R stands for
GLONASS). The x-axis represents time in minutes, which are limited from 7 min to 25
min after the moment of the EQ for better visualization of the TEC data.

SOURCE: Author’s production.
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Figure 7.6 - vTEC Time series along chosen IPP trajectories for the 50 EQs.

Description same as Figure 7.5
SOURCE: Author’s production.

The background TEC and geomagnetic parameters that are used in this study can
be found in Table 7.4. Table 7.5 describes the SIP and Ionoquake parameters EQs.
All these parameters correspond to the time of maximum amplitude of ionoquakes.
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Table 7.4 - Background parameters at the time of mainshock onset.

Label HION TECHION TECmax Decl Incl
Kuril 324 3.5 4.85 -6.54 57.1
ElSalvador 321 37.94 50.21 2.17 41.42
Kunlun 283 38.05 49.52 0.64 53.76
Tokachi 293 5.44 7.21 -7 55.68
Macquarie 325 4.44 6.03 25.03 -75.01
Sumatra0 290 14.68 18.49 -1.18 -11.84
Nias 308 15.92 21 -1.06 -14.64
Tonga 284 1.71 2.18 13.12 -41.03
Kuril06 306 1.99 2.66 14.66 62.56
Chuetsu 236 6.97 8.35 -6.82 51.69
Bengkulu1 297 12.33 16.02 -0.59 -28.35
Bengkulu2 259 9.24 11.42 -0.55 -24.63
Tocopilla 345 24.28 31.02 -2.55 -18.38
Antofagasta 343 22.47 28.74 -2.05 -19.42
Wenchuan 276 18.72 22.96 -1.64 47.04
Iwate 228 7.22 8.62 -7.01 53.1
NewZealand 302 1.03 4.1 23.51 -71.46
Maule 313 4.33 5.86 5.56 -37.09
Banyak 261 1.92 2.37 -1 -13.35
Meulaboh 361 19.47 25.76 -1.17 -10.12
Mentawai 325 15.26 20.6 -0.78 -26.13
Carahue 277 21.06 26.19 7 -39.35
Sanriku-Oki 274 20.62 25.79 -3.93 51.07
Tohoku 250 17.09 21.02 -6.54 52.09
Santiago 307 38.59 48.9 4.87 43.79
Sumatra1 383 35.78 49.17 -1.65 -13.22
Sumatra2 359 36.93 49.56 -1.87 -16.81
HaidaGwaii 278 7.58 9.88 18.08 71.19
Chiapas 269 31.63 39.36 2.37 41.63
Funato 267 9.01 11.47 -6.14 51.45
Pakistan 290 42.23 52.83 1.14 41.65
Scotia 304 17.92 23.52 -51.86 -64.42
Iquique0 349 44.61 58.48 -3.69 -15.4
Iquique1 361 29.7 41.14 -3.76 -14.77
Iquique2 331 29.51 39.39 -3.68 -16.43
Kokopo1 321 38.59 49.12 6.33 -23.75
Gorkha 323 42.01 52.99 0.25 43.53
Kokopo2 306 42.18 52.54 6.31 -25.4
Kodari 316 44.15 55.18 0.11 42.84
Illapel 288 18.81 24.39 1.64 -32.39
WestSumatra 334 18.29 25.22 -1.96 -28.88
Ecuador 330 24.01 31.55 -2.39 21.98
Kaikoura 326 6.01 8.35 22.8 -67.94
Quellon 291 15.63 19.44 9.42 -44.28
Tadine0 296 19.17 23.93 12.32 -46.92
Carupano 276 18.15 22.61 -13.7 31.47
Tadine 285 17.77 22.37 12.63 -47.6
Constitucion 263 21.5 25.86 4.29 -37.1
Jamaica 258 16.88 20.62 -6.51 47.62
Perryville 280 8.05 10.27 11.88 68.42

Height of maximum electron density (Hf2max or HION), absolute vertical TEC (TECHION)
at Hf2max, the maximum value of absolute vertical TEC (TECmax), geomagnetic field
parameters (inclination (Incl) and declination (Decl) angles (deducted from the IGRF
model).
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Table 7.5 - SIP parameters and ionoquakes amplitudes.

Label Name_PRN LON_SIP LAT_SIP DIS_EP_REC DIS_EP_SIP Td ∆sTEC1 ∆sTEC1_mean ∆vTEC1 ∆vTEC1_mean
Kuril 0036G20.0 39.97 143.43 769.38 533.04 632 0.72 0.43 0.55 0.33
ElSalvador manaG13 12.03 -87.37 280 180.53 656.02 0.35 0.28 0.32 0.27
Kunlun lhasG31 31.15 -267.24 701.27 578.38 770 2.17 1.47 1.58 1.07
Tokachi kgniG13 40.23 -215.36 778.87 194.15 744 0.61 0.46 0.22 0.2
Macquarie mavlG05 -47.95 -196.97 720.61 253.51 655.98 1.06 0.71 0.62 0.4
Sumatra0 sampG13 9.58 95.35 319.74 770.14 877 7.02 7.02 3.12 3.12
Nias lhwaG22 -2.6 99.49 78.05 568.87 744 5.48 2.6 2.54 1.06
Tonga aspaG14 -17.36 -172 745.51 385.98 679.99 0.68 0.52 0.44 0.34
Kuril06 0519G20.0 45.72 151.42 717.1 168.17 587 0.89 0.77 0.39 0.34
Chuetsu 0642G26 36.91 -222.11 360.94 86.28 608 0.18 0.17 0.13 0.12
Bengkulu1 sampG25 -0.22 99.89 937.31 477.32 694 6.35 1.14 3.48 0.76
Bengkulu2 sampG21 0.12 99.8 731.94 326.32 657 0.51 0.51 0.19 0.19
Tocopilla atjnG23 -20.17 -70.89 328.62 256.86 670 0.66 0.58 0.6 0.52
Antofagasta crscG23 -20.97 -71.11 223.8 239.84 737 0.12 0.11 0.11 0.11
Wenchuan kunmG09 28.83 106.13 673 367.35 662 0.38 0.38 0.19 0.19
Iwate ysskG02 43.22 -216.15 901.94 522.54 585 0.38 0.27 0.21 0.16
NewZealand westG20 -44.7 -192.94 613.73 121.1 631 0.53 0.27 0.29 0.14
Maule cmpnG23 -29.24 -71.37 815.51 784.68 814 1.49 0.61 1.44 0.53
Banyak cariG02 13.55 91.16 1131.8 1393.98 839 0.16 0.14 0.12 0.1
Meulaboh psmkG31 0.99 -263.5 473.31 321.83 754 0.17 0.16 0.13 0.12
Mentawai bthlG29 -1.23 96.72 522.4 457.11 878 1.19 0.78 0.92 0.58
Carahue cbqcG12 -37.31 -73.23 249.81 117.32 658 0.19 0.11 0.17 0.08
Sanriku-Oki 0047G07 37.42 -219 516.08 200.43 580 0.62 0.43 0.31 0.22
Tohoku 0601G26 35.79 -216.99 549.75 284.08 606 9.36 8.6 5.82 5.36
Santiago cnc0G06 16.78 -96.64 1322.54 177.13 613 2.92 2.55 0.85 0.74
Sumatra1 umlhG32 6.53 -266.46 394.56 484.23 804 2.46 1.62 2.02 1.05
Sumatra2 lewkG32 0.78 -265.63 439.92 211.59 455 1.59 1.04 1.02 0.6
HaidaGwaii ucluG01 51.3 -130.45 629.15 197.22 622 0.42 0.15 0.25 0.09
Chiapas manaG09 13.1 -90.94 644.82 147.66 614 1.06 0.85 0.49 0.4
Funato ksmvG08 38.05 -215.87 363.13 18.6 517 0.16 0.16 0.1 0.1
Pakistan jaskG15 24.07 -298.58 784.62 521.6 733 3.44 2.15 2.23 1.57
Scotia kepaR20 -57.6 -42.1 851.3 345.69 710 3.91 2.14 2.09 1.21
Iquique0 aticG27 -16.52 -73.17 523.48 456.81 871 0.22 0.11 0.22 0.11
Iquique1 areqG01 -17.74 -71.56 177.17 286.03 733 2.49 1.05 2.41 0.95
Iquique2 glrvG23 -19.25 -69.92 776.03 158.33 647 2.23 1.24 0.9 0.6
Kokopo1 pngmG10 -4.65 -206.72 649.47 83.17 599 1.87 1.87 0.79 0.79
Gorkha tpljG03 26.12 -274.64 308.89 246.4 665 2.04 1.83 1.39 1.22
Kokopo2 pngmG15 -3.28 -209.35 634 288.62 714 0.72 0.72 0.43 0.43
Kodari brn2G09 26.69 -273.75 186.53 129 596 0.68 0.38 0.66 0.37
Illapel mrcgG25 -28.71 -73.29 581.76 368.38 703 3.14 0.98 1.79 0.72
WestSumatra tamrG17 -2.42 -264.57 668.2 291.69 702 2.31 1.47 1.4 0.97
Ecuador vzcyG06 -1.5 -78.6 256.64 256.25 630 0.95 0.42 0.76 0.36
Kaikoura tgraG20 -39.01 -185.01 487.6 446.81 634 0.87 0.33 0.85 0.33
Quellon lnqmR13 -41.34 -76.56 591.55 256.59 675 0.53 0.32 0.33 0.24
Tadine0 ptvlG07 -20.39 -192.07 399.36 129.92 661 0.27 0.24 0.16 0.16
Carupano ttsfG29 11 -64.38 166.46 167.98 853 0.22 0.22 0.15 0.15
Tadine koucR07 -20.12 -191.66 554.63 234.32 682 0.52 0.47 0.31 0.26
Constitucion rob1G24 -34.92 -73.49 340.92 68.5 627 0.16 0.13 0.12 0.09
Jamaica cn35G26 15.47 -80.43 727.24 484.66 726 0.42 0.29 0.25 0.17
Perryville mrepG04 54.26 -163.09 596.05 359.82 641 1.25 0.97 0.72 0.57

Name of PRN (Name_PRN), SIP Longitude (LON_SIP), SIP Latitude (LAT_SIP); Dis-
tance from receiver to the epicenter (DIS_EP_REC), Distance from the epicenter to SIP
(DIS_EP_SIP). Ionoquake detection time (Td); ∆sTEC1, Mean over several IPP tra-
jectories around the trajectory of maximum ionoquake amplitude, ∆vTEC1, Mean over
several IPP trajectories around the trajectory of maximum ionoquake amplitude.
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Figure 7.7 presents a correlation analysis of Mw with ∆sTEC2 and ∆vTEC2. In
Figure 7.7A and 7.7B we observe that the correlations are approximately 0.8 for
both cases. To calculate a correlation we follow the method used by Cahyadi and
Heki (2015), that is, we express the relationship between the Mw and the relative
amplitude of ionoquakes as follows: log10(Ionoquakes amplitude) = a(Mw−8.0)+b,
where we get slope a = 0.72 and intercept b = 0.62.

Figure 7.7 - Correlation analysis of moment magnitude (Mw) with ionoquakes amplitude
∆sTEC2 and ∆vTEC2.

Panel (A-B) shows the correlation for ∆sTEC2 and ∆vTEC2, respectively. R represents
the correlation coefficients. The color bar represents the depth of the EQs.

SOURCE: Author’s production.

Ionoquakes energetics are also affected by the geomagnetic field parameters (inclina-
tion and declination) (ASTAFYEVA et al., 2013). To examine the geomagnetic field

97



dependency, the data sets are ranked according to the geomagnetic inclination angle
at the epicenters for EQ events occurring within ±40◦ and events occurring beyond
±40◦(SUNIL et al., 2021). The correlation analysis for these two sets is presented
in Figures 7.8 and 7.9. According to Figures 7.8 (A, B), the correlation coefficient
is ∼0.91 for EQs with inclinations under ±40◦, while Figures 7.9 (A, B) shows that
the correlation is R∼0.7 for EQs with inclinations greater than ±40◦. Therefore,
besides the primary contribution from the moment magnitude, ionoquakes from the
EQs with large inclinations have significant contributions from the geomagnetic field
geometry.

Figure 7.8 - Correlation analysis for EQ events occurred within geomagnetic inclination
angle ±40◦.

The same as in Figure 7.7.
SOURCE: Author’s production.
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Figure 7.9 - Correlation analysis for EQ events occurred beyond ±40◦.

The same as in Figure 7.7.
SOURCE: Author’s production.

Figure 7.10 presents the ionoquake amplitude (∆sTEC1 and ∆vTEC1) variations
with Mw. Figure 7.11 presents the variations for the mean of (∆sTEC1 and
∆vTEC1) where the mean is taken over numerous IPP trajectories around the
trajectory of maximum ionoquake amplitude. Both Figures reveal an exponential
relationship confirming the logarithmic relation between Mw and ionoquake ampli-
tude, as found by Cahyadi and Heki (2015) and as found with the definition ∆TEC2
in Figure 7.7. Such exponential dependency was not evident in previous studies by
Astafyeva et al. (2013), Astafyeva et al. (2014), Sunil et al. (2021) that used the
definition ∆TEC1. It is possible that more EQ events lead to a clear exponential
dependency in the present study.
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Figure 7.10 - Variation of ionoquake amplitude with Mw, using definition ∆TEC1 of Equa-
tion 7.1 for a particular IPP trajectory along which largest ionoquake am-
plitude was registered.

Panels (A-B) correspond to ∆sTEC1 and ∆vTEC1, respectively.
SOURCE: Author’s production.
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Figure 7.11 - Variation of ionoquake amplitude with Mw, using definition ∆TEC1 of Equa-
tion 7.1 and taking mean over several IPP trajectories.

Panels (A-B) correspond to ∆sTEC1 and ∆vTEC1, respectively. The calculations in this
Figure are similar to the calculations made by Astafyeva et al. (2014).

SOURCE: Author’s production.

7.3.4 Relationship between the uplifts (VSISM) and ionoquake amplitudes

Ground uplift from an EQ is another important parameter that reflects the resultant
momentum and energy available at the ground for the SAI coupling mechanism
and subsequent generation of ionoquakes. In the coupling mechanism and in the
excitation of AGWs, the ground uplift is directly involved as a forcing (KHERANI
et al., 2009) and therefore plays a determining role in deciding the amplitudes of
ionoquakes. Figure 7.12 presents the variation of ∆sTEC1 with the ground uplift.
It reveals no conclusive relationship for the definition ∆sTEC1.

101



Figure 7.12 - Comparison analysis of the ∆sTEC1 with uplift.

(A) For events that occurred within geomagnetic inclination angle of ±40◦, (B) for events
that occurred beyond ±40◦.

SOURCE: Author’s production.

Since ground uplift is dispersive in nature and reveals strong frequency dependency,
it is likely that the relationship between the uplift and ionoquake amplitude also
depends on the frequency. To examine the relationship in the frequency domain, we
employ the wave decomposition method described in Chapter 3 and previously used
by Sanchez et al. (2022) and estimate the ionoquake amplitude ∆vTEC3 listed in
Table 7.2. Moreover, since the ground uplift estimation depends on instrument re-
sponse, the study considers the EQ events in South America that have seismometers
of similar characteristics. Therefore, the study in this section is based on spectrally
relating VSISM and vTEC time series for ionoquakes generated by EQs in South
America. The following criteria were used to select the time series which recorded
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ionoquakes: we select time series that has a SIP less than 2 degrees with respect
to the epicenter; we then select time series that have the maximum ionoquake am-
plitude within these two degrees. To calculate VSISM, we select the seismic station
closest to each EQ’s epicenter. In all cases, the VSISM has a resolution of 15 seconds,
the same as the TEC data. With identical spectral conditions for the seismometer
and TEC data, the analysis aims to minimize the subjectivities arising from the
wave decomposition analysis.

Figure 7.13A shows the relationship between Mw and ∆vTEC3 and Figure 7.13B
shows the relationship between ground uplift and ∆vTEC3 at the atmospheric reso-
nant frequency of 4.3 mHz for which strong ionoquake amplitude are reported from
previous studies (e.g. Artru et al. (2004), Cahyadi and Heki (2015)). In Figure 7.13A,
we can see that for EQs of the same magnitude as Constitucion and Iquique0 of Mw
6.8 or Tocopilla and Iquique2 of Mw 7.7, the amplitude of ionoquakes is different,
so it is not entirely resolved to search for a relationship between the amplitude of
ionoquakes and Mw. Additionally, the amplitude of Ionoquakes for the Maule Mw
8.8 EQ was lower than for the other EQs of Mw 8.4, 8.2, and 7.7. In contrast, the
relationship between ground uplift and ionoquake amplitude distinctly reveals the
expected exponential dependency.
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Figure 7.13 - Relation analysis of Ionoquake amplitude (∆vTEC3) with seismic energetics
(Mw, VSISM) in the frequency domain at the acoustic resonant frequency of
4.3 mHz.

A) Relationship between Mw with ionoquake amplitude, and B) VSISM with ionoquake
amplitude for frequency of 4.3 mHz. The colorbar represents the magnitude of the EQs,
in which the red (blue) color indicates major (minor) events over South America.

SOURCE: Author’s production.

Figure 7.14 presents the quantitative correlation analysis of the results presented in
Figure 7.13. Note that the ionoquake amplitude axis is in logarithmic scale. Figure
7.14 reveals the linear correlation between (Mw, log10(∆vTEC3)) in panel (A) and
between (VSISM, log10(∆vTEC3)) in panel (B). Moreover, the correlation coefficient
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(R) is 0.723 and 0.9511 i.e., the ionoquake amplitude correlates strongly with the
ground uplift, in comparison to the moment magnitude of the EQs. Interestingly,
the R-value of 0.9511 is the largest among all the definitions of ionoquake amplitude,
employed by the previous studies (e.g., (CAHYADI; HEKI, 2015; ASTAFYEVA et
al., 2013)). Therefore, the present study finds an alternative definition (∆vTEC3)
of ionoquake amplitude and an alternative EQ parameter (VSISM) that results into
the greater correlation coefficient of 0.9511.

Figure 7.14 - Quantitative correlation analysis of variations presented in Figure 7.13.

R represents the correlation coefficients. The colorbar represents the Mw of the earth-
quakes.

SOURCE: Author’s production.
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Figure 7.15 presents variations of ∆TEC with VSISM for various acoustic frequencies
in the range of 3.3-5.8 mHz, confirming the exponential relationship in all cases.

Figure 7.15 - Relation analysis of Ionoquake amplitude (∆vTEC3) with seismic energetics
(VSISM) at numerous acoustic frequencies.

At the top of each panel is indicated the frequency for which was calculated the relation-
ship of VSISM and ionoquake amplitude. The colorbar represents the magnitude of the
EQs, in which the red (blue) color indicates major (minor) events.

SOURCE: Author’s production.

In their study, Kherani et al. (2011) state that the ground velocity plays a crucial
role in the excitation of AGWs, which leads to the ionospheric current generation
and TEC disturbances. Sanchez et al. (2022) mention that the ground uplift, rather
than the ground displacement, satisfies the threshold criteria for detectable iono-
quake formation. The greater correlation coefficient between ground uplift (VSISM)
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and ionoquake amplitude (∆TEC3) in Figure 7.14 is another evidence that the
ground uplift, rather than the moment magnitude, primarily determines the iono-
quake energetics.

7.4 Summary for the relationship between the amplitude of the iono-
quakes with the characteristics of 50 EQs

The present study establishes the relationship of the amplitude of the ionoquakes
with the characteristics of the EQs as Mw and vertical velocity. We have used mea-
surements of seismic data and TEC-GNSS relative to 50 EQs that occurred world-
wide from 1994 to 2021. Considering all the EQs, the correlation obtained between
the amplitude of the ionoquakes and Mw was ∼0.8. For EQs that occurred in mag-
netic inclination less than ±40◦, the correlation was ∼0.91. This work also presents a
new method to quantify the relation between earthquake and ionoquake energetics.
The method considers the ground uplift, rather than the moment magnitude, esti-
mates the correlation in the frequency domain, and provides a greater correlation of
about 0.95 at the acoustic frequency of 4.3 mHz. In the recent future, the method
will be implemented to estimate the ground uplift, one of the most important EQ
parameters, by estimating the ionoquake amplitude and using the correlation pat-
tern of Figure 7.14. This work also intends to optimize the method to incorporate
into the NRT monitoring of EQs. This method is of priority interest to the detection
of submarine EQs due to its direct link with the threat of tsunamis.
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8 CONCLUSIONS AND FUTURE WORKS

This thesis investigates energetics of co-seismic ionospheric disturbances or Iono-
quakes, based on the Seismo–atmosphere–ionosphere (SAI) coupling mechanism en-
ergized by the acoustic-gravity waves. The focus is on the detection of ionoquakes
using GNSS-TEC measurements and their validations from numerical simulation,
and the SAI-ANA simulation code. The main findings of the thesis are following:

a) Considering 50 EQs of 6.6< Mw<9.1 that occurred worldwide from 1994 to
2021, a positive correlation greater than 0.8 is obtained between earthquake
and ionoquakes parameters. For EQs that occurred at a magnetic dip less
than ±40◦, the correlation was greater than 0.91;

b) We find that the new methodology with GNSS-TEC data and simulation
detects fast ionoquakes in 250-400 seconds from the beginning of the earth-
quake and the maximum seismic uplift. Further, it is possible to determine
the ionoquakes generation altitude;

c) The SAI-ANA code produces rapid ionoquakes in a simulation time of 2
minutes. Furthermore, SAI-ANA code reproduces ionoquakes in a wave-
form similar to that of observation;

d) With GNSS-TEC and simulation, it is possible to detect the ionoquakes
from moderate and weak earthquakes.

The rapid ionoquake detection and fast SAI-ANA simulation code are potential
products, to be included the near-real-time (NRT) study in the ionospheric seismol-
ogy. Together with the new findings of this thesis in the near future, continuous
monitoring and rapid detection of ionoquakes in NRT will be progressively imple-
mented.

Future work is to develop, an ionospheric seismology framework that will moni-
tor earthquakes in NRT by determining earthquake energetics from the ionospheric
measurements in NRT. Earthquakes and tsunamis are the most disastrous natu-
ral hazards and each year, they cause numerous loss of human life and significant
economic losses. While any past attempt to forecast earthquakes is failed so far, ex-
isting early warning systems of the earthquake, based on the ionospheric seismology,
is likely to be improved with the NRT monitoring of the ionoquakes.
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In the thesis, the successful detection of ionoquakes from moderate/weak earth-
quakes present a promising scenario for the earthquake forecasting since number
of weak earthquakes that occur before an strong earthquake, are likely to produce
detectable ionoquakes energized by SAI coupling mechanism, from undetectable
seismic signal of weak earthquakes at the ground. However, for the earthquake fore-
casting, challenges stem from the absence of any regular spatial/temporal pattern of
weak earthquakes before a strong earthquake and such irregular characteristic may
reflect upon the ionoquakes in spite that they are detectable. Moreover, though the
findings are encouraging, it is not certain if the developed methodology in the thesis
will be successful in detecting ionoquakes from other weak earthquakes around the
globe. These challenges will be undertaken in future work of ionospheric seismology.
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APPENDIX A - SUPPLEMENTARY FIGURES

Figure A.1 - TEC time series as registered from the BGIS station and ∆TEC decomposi-
tion, for Ridgecrest EQ.

Panel (A) represents GNSS-TEC time series. Panel (B) is the decomposition of TEC of
panel (A) at frequencies in the range of 1 - 10 mHz.

SOURCE: Author’s production.
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Figure A.2 - Satellite IPP trajectories (PRN=19) recorded by 600 GNSS receivers, for
Ridgecrest- California EQs.

The color code represents an observation time between 14 and 20 UT. The star and squares
represent earthquake epicenter and seismic stations, respectively.

SOURCE: Sanchez et al. (2022).
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Figure A.3 - Hodogram of observed ∆TEC on the 4 July 2019 Ridgecrest Earthquakes.

SOURCE: Sanchez et al. (2022).
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Figure A.4 - Shakemap of the mainshock for Ridgecrest Earthquakes on the 4 July 2019.

The shakemap of the mainshock reveals that the seismic activity was confined in region
between 117◦ –118◦ W and 35◦ –36◦ N.

SOURCE: United States Geological Survey (2019).
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Figure A.5 - TEST1 cross-correlation analysis.

In (A), ∆TEC and corresponding Ccf(ymx, tmx) are shown. In (B), Frequency spectro-
gram i.e., the distribution of Ccf(ymx, tmx) with time and τ is shown. In (C), Wavelength
spectrogram i.e., the distribution of Ccf(ymx, tmx) with distance and λ is shown. The
gray curves in (B-C) represent the power spectral density of ∆TEC obtained from the
FFT analysis in time and space, respectively. In (B-C) respectively, ∆TEC is averaged
over distance and time are estimated.

SOURCE: Author’s production.
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Figure A.6 - TEST2 cross-correlation analysis.

SOURCE: Author’s production.
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Figure A.7 - TEST3 cross-correlation analysis.

SOURCE: Author’s production.
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Figure A.8 - The 2015 Illapel earthquake: Snapshots of the spatial distribution of ∆TEC
at a frequency of 3.7 mHz.

The top of each snapshot indicates tdetection at a frequency of 3.7 mHz. tdetection = 0
corresponds to the time of peak seismic uplift at the frequency of 3.7 mHz.

SOURCE: Author’s production.
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Figure A.9 - The 2015 Illapel earthquake, tdetection-distance diagram for 4 different seismic
stations (C004,VA01,VA03 and MT05).

The frequency range is from 3.2 to 10 mHz. tdetection = 0 in the x-axis corresponds to the
time of peak seismic uplift at each frequency in 3.2-10 mHz.

SOURCE: Author’s production.

127



Figure A.10 - Limits of ionoquake propagation speed, The 2015 Illapel earthquake.

Panels (A-B) demonstrate respectively, upper and lower limits of ionoquake propagation
speed, (v1, v2) from definition (5.3) (shown in color) as a function of tdetection-C003-SIP
distance.

SOURCE: Author’s production.

128



Figure A.11 - Application of TEST-1 for the 9 March 2011 Sanriku-oki earthquake with
Mw7.3.

A) is generated for the GNSS station 0585 PRN 07 used by Astafyeva and Shults (2019).
B) is generated for the GNSS station 0940 PRN 07 used by Thomas et al. (2018). The gray
circles in panels A3-B3 represent the detection time of ionoquakes calculated using tdetection
in Equation (5.1), and the yellow circles are calculated using t1detection = tTEC−02 : 45 : 20.

SOURCE: Author’s production.
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Figure A.12 - t1detection-distance diagram and tdetection, for the 9 March 2011 Sanriku-oki
earthquake with Mw7.3.

In (A), t1detection-distance diagram and in (B) tdetection-distance diagram, for numerous
SIPs and a frequency range of 3.2-10 mHz. In (A), 0 in the x-axis corresponds to the
earthquake onset time. In (B), 0 in the x-axis corresponds to the time of peak seismic
uplift at each frequency in 3.2-10 mHz.

SOURCE: Author’s production.
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APPENDIX B - ANALYTICAL SOLUTION OF NONLINEAR/DISSI-
PATIVE AGWS

B.1 Analytical method of generation and propagation of AGWs

The wave Equation 2.5 of AGWs deduced by Kherani et al. (2016), can be written
as follows, without considering the viscosity terms:

∂2u

∂t2 = c2∇(∇.u) + (γ − 1)∇p

ρ
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ρ
u.∇ log ρ + 1
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In vertical (z)-horizontal (h) plane, waves equations are as follows:
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Considering (ρ(z) ≡, p ≡ p(z)) which is a valid assumption for meso-scale primary
AGWs:
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B.2 Non-linear wave solution + separation of variables

We consider solution of the following form:

uz = uz(z, t)eikzz+ikhh, uh = uh(z, t)eikzz+ikhh (B.4)

Which will reduce derivatives into the following form:
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Equations (B.7-B.8) are solved using method of separation of variable such that

uz = uzs(z)uzt(t), uh = uhs(z)uht(t) (B.9)

B.3 Governing non-local equations in space

Imaginary parts of (B.7-B.8) is written as follows:
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B.3.1 Analytical non-local solutions

Solution of Equation (B.10) is written as follows:
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Solution of Equation (B.11) is written as follows:
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B.4 Governing non-linear equations in time

Real parts of Equations (B.7-B.8) are written as follows:
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From Equation (B.10) we have,
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Here Ωb is the non-isothermal Brunt-Vaisala frequency ( (HOLTON, 1897; KELLEY,
2009), Equation 6.7a).

B.4.1 Analytical linear solution in time from method of characteristics

Equation (B.14) represent system of coupled oscillator with constant coefficient (in
time) and can be resolved with method of characteristics with following solution:

uzt = αeηt, uht = βeηt (B.17)

This substitution reduces Equation (B.14) to following algebric equation:
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Therefore, considering α = uzt(to), two equations can be solved for two unknowns
(β, η) as follows:

β = −(η2 + Ω2
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which is the dispersion relation of AGWs (Equation 6.3 of Kelley, 2009).
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and therefore solutions of Equation (B.14) are following:

uzt = uzt(t0)e±iωt, uht = −(Ω2
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and thus using Equations ( B.9, B.12-B.13), general solution of AGWs is as follows:
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ω2 = Ω2 ± [Ω4 − 4k2
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2 (B.21)
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since cg ≪ c in the atmosphere,
Ω ≈ kzc

B.4.2 Vertical group velocity and phase velocity of linear AGWs

From Equation (B.21), vertical group velocity of AGWs is obtained as follows:
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B.4.3 Linear arrival time
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B.5 Non-linear analytical solution

Equation (B.14) represent system of coupled oscillator with time-varying coefficient
and can be resolved with following for of non-linear solution:

uzt = αe(ηt)n

, uht = βe(ηt)n (B.24)

Here n ⩾ 1 is the non-linear parameter and for linear case (n = 1), above solution
reduces to solution the Equation (B.17)
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(ηt)n = τ, nη(ηt)n−1dt = dτ ⇒ nητ 1−1/n = dτ
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σ4 + Ω2σ2 + k2
hc2Ω2

b = 0

Or
2σ2 = −Ω2 ± (Ω4 − 4Ω2

hΩ2
b)1/2

Or
n2τ 2 + n(n − 1)τ = t2

2 [−Ω2 ± (Ω4 − 4Ω2
hΩ2

b)1/2] ≡ −t2ω2

Here ω2 is given by (B.21).

Or
n2τ 2 + n(n − 1)τ + ω2t2 = 0

Or
τ = −n(n − 1) ± [n2(n − 1)2 − 4n2ω2t2]1/2

2n2
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Or

τ = ωt
1
n

−(n − 1)
2ωt

±
(

−1 + (n − 1)2

4ω2t2

)1/2
 ≡ ωt

1
n

−(n − 1)
2ωt

± i

(
1 − (n − 1)2

4ω2t2

)1/2


(B.25)

It is evident that for n = 1, τ = iωt and solution reduces to linear solution given by
Equation (B.19).

Therefore, from Equation (B.24), analytical solution of non-linear AGWs is written
as follows:

uzt = uzt(t0)unl exp(±iωnlt), uht = −(Ω2
B − ω2)
khkzc2

uzs

uhs
uzt(to)unl exp(±iωnlt) (B.26)

Here

unl(t) = exp
(

−n − 1
2n

)
, ωnl = 1

n

(
1 − (n − 1)2

8ω2t2

)
ω ≡ αnl

n
ω (B.27)

and thus using Equations (B.9, B.12 - B.13), general solution of non-linear/non-local
AGWs is written as follows:

uz = uzt(t0)uzs(zo)unl exp(±iωnlt − µ), uh = −(Ω2 − ω2)
khkzc2 uzt (B.28)

here
µ =

∫
k0dz, k0 = ζ

c2 , ζ = 1
ρ

dp

dz
, c2 = γp

ρ

ω2 = Ω2 ± [Ω4 − 4Ω2
hΩ2

b ]1/2

2

Ω2 = Ω2
b + k2

zc2, Ω2
b =

[
(γ − 1)k2

0 − ko

c2
dc2

dz

]
c2, Ω2

h = k2
hc2

Ω = kzc

(
1 + Ω2

b

k2
zc2

)1/2

≡ αkzc, α =
(

1 +
c2

g

c2

)1/2

, cg = Ωb

kz

139



B.5.1 Non-linear limit

In the above analysis, non-linearity is determined by parameter n ⩾ 1. As n in-
creases, non-linearity increases but waves maintain the oscillations i.e. till ωnl re-
mains real and this condition will set the upper limit of n such that

n − 1
zωt

< 1 ⇒ 1 ≤ n < +2ωt

For n > 1 + 2ωt, wave cease to exist and becomes solitons since ωnl becomes imagi-
nary. Since ωt ∼< koct ∼ kO/Ωb for wave to propagate a scale height to experience
buoyancy,

0 ≤ ωt ≤ koct

Ωb

= 1
(γ − 1)1/2 ≡

(3
2

)1/2
≈ 1 ⇒ 1 ≤ n ≤ 3

B.5.2 Group and phase velocities of Non-linear AGWs

ωnl

kz

= αnl

n

ω

kz

,
dωnl

dkz

= αnl

n

dω

dkz

B.5.3 Non-linear arrival time

τnl
phase(z) =

∫ z

zo

(
ωnl

kz

)−1
dz e τnl

group(z) =
∫ z

zo

(
dωnl

dkz

)−1

dz

B.6 Viscous dissipation effects

Governing wave equations of dissipative AGWs are as follows (KHERANI et al.,
2016):

∂2u

∂t2 − ∂

∂t
(ν∇2u) = c2∇(∇.u) + (γ − 1)∇p

ρ
∇.u − ∇p

ρ
u.∇ log ρ + 1

ρ
∇(u.∇)p

where
ν = µ

ρ

(ν, u) are dynamic and kinematic viscocities.
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In vertical (z)-horizontal (h) plane, waves equations are as follows:

∂2uz

∂t2 − ∂

∂t
(ν∇2uz) =

c2 ∂

∂z

(
∂uz

∂z
+ ∂uh

∂h

)
+(γ−1)

(
∂uz

∂z
+ ∂uh

∂h

)
1
ρ

∂p

∂z
−
(

uz
∂ρ

∂z
+ uh

∂ρ

∂h

)
1
ρ2

∂p

∂z
+1

ρ

∂

∂z

(
uz

∂p

∂z
+ uh

∂p

∂h

)

and
∂2uh

∂t2 − ∂

∂t
(ν∇2uh) =

c2 ∂

∂h

(
∂uz

∂z
+ ∂uh

∂h

)
+(γ−1)

(
∂uz

∂z
+ ∂uh

∂h

)
1
ρ

∂p

∂h
−
(

uz
∂ρ

∂z
+ uh

∂ρ

∂h

)
1
ρ2

∂p

∂h
+1

ρ

∂

∂h

(
uz

∂p

∂z
+ uh

∂p

∂h

)

Or
∂2uz

∂t2 − ∂

∂t

[
ν

(
−k2

z + ∂2

∂z2 + 2ikz
∂

∂z

)]
uz =

c2
(

−k2
zuz + ∂2uz

∂z2 + 2ikz
∂uz

∂z

)
+c2

(
−khkzuh + ikh

∂uh

∂z

)
+γζ

(
ikzuz + ∂uz

∂z

)
+(γ−1)ζikhuh−Ω2

buz

(B.29)
∂2uh

∂t2 − ∂

∂t

[
ν

(
−k2

z + ∂2

∂z2 + 2ikz
∂

∂z

)]
uh = −c2k2

huh+c2
(

−khkzuz + ikh
∂uz

∂z

)
+ζikhuz

(B.30)

Here viscous terms are written as follows:

∂

∂t

[
ν

(
−k2

zuz + ∂u2
z

∂z2 + 2ikz
∂uz

∂z

)]
= ∂

∂t

[
ν

(
−k2

zuz − 2ikzk0uz + k2
0uz − dk0

dz uz

)]

Or

∂

∂t

[
ν

(
−k2

zuz + ∂u2
z

∂z2 + 2ikz
∂uz

∂z

)]
= ν

(
−k2

z − 2ikzk0 + k2
0 − dk0

dz

)
∂uz

∂t
≡ νcol

z

∂uz

∂t

and

∂

∂t

[
ν

(
−k2

zuh + ∂2uh

∂z2 + 2ikz
∂uh

∂z

)]
=
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ν(−k2+(γ−1)2k2
o−2ikz(γ−1)ko)

∂uh

∂t
+ν

(
γ(γ − 2)kz

kh

k2
o − 2ikz(γ − 2kz

kh

)
)

∂uz

∂t
≡ νcol

h

∂uh

∂t

∂

∂t

[
ν

(
−k2

zuh + ∂2uh

∂z2 + 2ikz
∂uh

∂z

)]
=

∂

∂t

[
ν

(
−k2uh + (γ − 1)2k2

0uh + γ(γ − 2)kz

kh

k2
0uz − 2ikz(γ − 1)k0uh − 2ikz(γ − 2)kz

kh

k0uz

)]

Or
∂

∂t

[
ν

(
−k2

zuh + ∂2uh

∂z2 + 2ikz
∂uh

∂z

)]
=

ν
(
−k2 + (γ − 1)2k2

0 + −2ikz(γ − 1)k0
) ∂uh

∂t
+ν

(
γ(γ − 2)kz

kh

k2
0 − 2ikz(γ − 2)kz

kh

k0

)
∂uz

∂t

and therefore Equation (B.14) for coupled oscillators becomes coupled damped os-
cillator of the following form:

d2uzt

dt2 −νcol
h

duzt

dt = −Ω2uzt−khkzc2 uhs

uzs
uht,

d2uht

dt2 −νcol
h

duht

dt = −Ω2
huht−khkzc2 uzs

uhs
uzt

(B.31)

where

νcol
z = ν

(
−k2

z − 2ikzk0 + k2
0 − dk0

dz

)
e νcol

h = ν

(
γ(γ − 2)kz

kh

k2
o − 2ikz(γ − 2kz

kh

)
)

Non-linear solution of the form Equation (B.24) leads to the following algebric equa-
tions:

αn2η2τ 2−2/n
[
1 + n − 1

nτ

]
− νcol

z αnητ 1−1/n + αΩ2 + βkhkzc2 uhs

uzs
= 0

αn2η2(ηt)2n−2
[
1 + n − 1

nτ

]
− νcol

z αnη(ηt)n−1 + αΩ2 + βkhkzc2 uhs

uzs
= 0
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α(σ2 + Ω2) + khkzc2 uhs

uzs
β = 0, β(σ2 + Ω2

h) + khkzc2 uzs

uhs
α = 0

where

σ2 = n2τ 2t−2
[
1 + n − 1

nτ

]
≡ n2t−2τ 2+n(n−1)t−2τ, Ω2

ν = Ω2
z−nνcol

z t−1τ, Ω2
hν = Ω2

h−nνcol
h t−1τ

σ4 + Ω2
νσ2 + Ω2

hνΩ2
b = 0

2σ2 = −Ω2 ± (Ω4 − 4Ω2
hνΩ2

b)1/2 ≈ nνcol
z t−1τ − ω2

where collision effects inside the quotient is neglected for simplicity

n2τ 2 + n(n − 1)τ − nνcol
z tτ = −t2ω2

n2τ 2 + [n(n − 1) − nνcol
z t]τ = −t2ω2

τ = −n(n − 1) + nνcol
z tτ ± [n2[(n − 1) − νcol

z t]2 − 4n2ω2t2]1/2

2n2

Neglecting viscous terms inside the quotient,

τ ≈ 1
2n

νcol
z t + τo

where τ0 is given by (B.25). Therefore, from (B.24), analytical solution of dissipative
non-linear AGWs is written as follows:

uzt = uzt(t0)unl exp(±iωnl+
1

2n
νcol

z )t, uht = −(Ω2
B − ω2)
khkzc2

uzs

uhs
uzt(to)unl exp(±iωnl+

1
2n

νcol
z )t

(B.32)
Here
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unl(t) = exp
(

−n − 1
2n

)
, ωnl = 1

n

(
1 − (n − 1)2

4ω2t2

)
ω ≡ αnl

n
ω, νcol

z = ν

(
−k2

z − 2ikzk0 + k2
0 − dk0

dz

)
(B.33)

and from Equation (B.28), general solution of non-linear/non-local AGWs is written
as fol- lows:

uz = uzt(t0)uzt(z0)unl exp
(

±iωnlt + 1
2n

νcol
z t + ikzz − µ

)
, uh = −(Ω2 − ω2)

khKzc2 uzt,

(B.34)

With the analytical solutions of the nonlinear differential equations of AGWs, in 2
dimensions analytical formulas are chosen for amplitudes (uz, uh), phase and group
velocities, and the corresponding arrival time at a given time we may be able to
estimate AGWs parameters quickly without performing simulation.
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APPENDIX C - CODES

C.1 Wave decomposition and Cross-correlation code

The Signal-alam code is able to provide a time-frequency-energy description of prac-
tically any type of time series.

1 "" Instituto Nacional de Pesquisas Espaciais - INPE""
2 from scipy. ndimage import *
3 import numpy as np
4 from pylab import *
5 from scipy import fftpack
6 from scipy. signal import *
7

8 #%%
9 def shift(data ,n):

10 e = empty_like (data)
11 if n >= 0:
12 e[:n] = data[n]
13 e[n:] = data [:-n]
14 else:
15 e[n:] = data[n]
16 e[:n] = data[-n:]
17 return e
18

19 #%%
20 def find_peaks (data):
21 ns=len(data)
22 gr_d= gradient (data);
23 a=shift(gr_d ,1)*shift(gr_d ,-1)
24 peak_values =a[a <0]
25 peak_number =len( peak_values )
26 peak_pos = argwhere (a <0) [::2]
27 return peak_pos
28

29

30 #%%
31 def cross_correlate (t_all ,y_all , data_all ):
32 #t_all is in hours
33 #y_all is in degrees
34 # i_smooth =1 does filtering and smoothning of data
35

36 ny=len(t_all [: ,0]);s=[];y=[];t=[]
37 for i in range (ny):
38 t_i=t_all[i]; data_i = data_all [i]; y_i=y_all[i]
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39 # i_1=abs(t_i -14.55) . argmin ();i_2=abs(t_i -19.55) . argmin ()
40 # t_i=t_i[i_1:i_2 ]; data_i = data_i [i_1:i_2 ];
41 # y_i=y_i[i_1:i_2 ];
42 s. append ( data_i )
43 y. append (y_i)
44 t. append (t_i)
45

46 s=array(s);t=array(t);y=array(y)
47

48 nt=len(t[0 ,:]);
49 print (nt ,ny)
50 nt2=int(nt /2);ny2=int(ny /2)
51

52 tmx =[]; ymn =[]; cmx =[]; ymn0 =[]; smx =[]
53 for i in range (ny):
54 for j in range (ny):
55 if j!=i:
56 s_mx=max(abs(s[i]).max (),abs(s[j]).max ())
57 cin= convolve (s[i],s[j],mode=’same ’)#[nt -nt2:nt+nt2]
58 imx= argmax (cin);imn= argmin (cin);
59 tmx. append (t[j][ imx ])
60 ymn. append (y[j][ imx]-y[i][ imx ]);
61 ymn0. append ((y[j][ imx ]+y[i][ imx ]) /2.);
62 cmx. append (cin[imx ])
63 smx. append (s[i][ imx ])
64

65 tmx=array(tmx);ymn=array(ymn);ymn0=array(ymn0);cmx=array(cmx)
66 smx=array(smx)
67 return (t,y,s,tmx ,ymn ,ymn0 ,cmx ,smx)
68

69 #%%
70 def cross_correlate_atual (t,y,data):
71

72 """ all inputs are two dimensions numpy array with first and
second dimensions as for space and time resepctively . All
entries are two - dimensional with 1 and 2 representing space and
time respectively . Time and Space is in seconds and kilometers
"""

73 t2=t;y2=y
74 if len(shape(t))==1 and len(shape(y))==1:
75 [t2 ,y2]= meshgrid (t,y)
76 nt=len(t2 [0 ,:]);ny=len(y2 [: ,0])
77

78 tmx =[]; ymx =[]; cmx =[]; vmx =[]; wl_mx =[]; tau =[]; vel =[]
79 cin_p=zeros ((nt))
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80 tmx2=zeros ((ny ,nt));ymx2=zeros ((ny ,nt));cmx2=zeros ((ny ,nt));
81 wl2=zeros ((ny ,nt));tau2=zeros ((ny ,nt));vel2=zeros ((ny ,nt));
82 for i in range (1,ny -1):
83 cin =0* data[i ,:]
84 for j in range (1,ny -1):
85 if j!=i:
86 for it in range (nt):
87 cin=cin+data[i ,:]* data[j,it]
88 if cin.any () != 0:
89 # cin=cin/cin.max ()
90 wl =0.5*( y2[i,:]-y2[i -1 ,:]) *( cin+cin_p)/(cin -cin_p)
91 imx= find_peaks (cin)[: ,0]
92 tmx. append (t2[i,imx ])
93 tmx2[i,imx ]=t2[i,imx ]; ymx2[i,imx ]=y2[i,imx ]; cmx2[i,imx

]= abs(cin[imx ])
94 wl2[i,imx ]=wl[imx ]; tau2[i,imx ]= gradient (t2[i,imx ]) /2.;
95 vel2[i,imx ]=2* wl[imx ]/ gradient (t2[i,imx ])
96 cin_p=cin
97

98 wl_max =y2.max ()-y2.min ()
99 tau_min =( gradient (t2)[1]).min ()/2

100 vmx= wl_max / tau_min
101 cmx2=cmx2/cmx2.max ()
102 # wl2[abs(wl2)>wl_max ]=0
103 # tau2[abs(tau2)<tau_min ]=0
104 # vel2[abs(vel2)>vmx ]=0
105

106 return (tmx2 ,ymx2 ,cmx2 ,wl2 ,tau2 ,vel2)
107

108 #%%
109 def cross_correlate_einsum (t,y,data):
110

111 """ all inputs are two dimensions numpy array with first and
second dimensions as for space and time resepctively . All
entries are two - dimensional with 1 and 2 representing space and
time respectively . Time and Space is in seconds and kilometers
"""

112 t2=t;y2=y
113 if len(shape(t))==1 and len(shape(y))==1:
114 [t2 ,y2]= meshgrid (t,y)
115 nt=len(t2 [0 ,:]);ny=len(y2 [: ,0])
116

117 tmx =[]; ymx =[]; cmx =[]; vmx =[]; wl_mx =[]; tau =[]; vel =[]
118 cin_p=zeros ((nt))
119 tmx2=zeros ((ny ,nt));ymx2=zeros ((ny ,nt));cmx2=zeros ((ny ,nt));
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120 wl2=zeros ((ny ,nt));tau2=zeros ((ny ,nt));vel2=zeros ((ny ,nt));
121 cin= einsum (’ij ,kl ->ij’, data , data)
122 wl=cin* gradient (y2)[0]/ gradient (cin)[0]
123 for i in range (ny):
124 # if cin.any () != 0:
125 # cin=cin/cin.max ()
126 imx= find_peaks (cin[i ,:]) [: ,0]
127 if len(imx) >1:
128 tmx. append (t2[i,imx ])
129 tmx2[i,imx ]=t2[i,imx ]; ymx2[i,imx ]=y2[i,imx ]; cmx2[i,imx

]= abs(cin[i,imx ])
130 wl2[i,imx ]=wl[i,imx ]; tau2[i,imx ]= gradient (t2[i,imx ]);
131 vel2[i,imx ]= wl2[i,imx ]/ tau2[i,imx]#wl[i,imx ]/ gradient (

t2[i,imx ])
132

133 wl_max =(y2.max ()-y2.min ())/2.
134 tau_min =( gradient (t2)[1]).min () /2.
135 vmx= wl_max / tau_min
136 # cmx2=cmx2/cmx2.max ()
137 # wl2[abs(wl2)>wl_max ]=0
138 # tau2[abs(tau2)<tau_min ]=0
139 # vel2[abs(vel2)<vmx ]=0
140 return (tmx2 ,ymx2 ,cmx2 ,wl2 ,tau2 ,vel2)
141

142 #%%
143 def convolve_al (data ,f):
144 nd=len(data);nf=len(f);
145 data_n =zeros ((nd))
146 if nd==nf:
147 for i in range (nd):
148 for j in range (i,nf):
149 data_n [i]= data_n [i]+ data[j]*f[i-j]
150 else:
151 for i in range (nd -nf):
152 for j in range (nf):
153 data_n [i]= data_n [i]+ data[i+j]*f[j]
154

155

156 #%%
157 nf2=int(nf /2)
158 data_n =shift(data_n ,nf2)
159

160 if nf % 2 !=0:
161 nf2=nf2 +1
162
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163 x=[0, nf2 ];y=[ data [0], data_n [nf2 ]]
164 xvals= arange (0, nf2)
165 data_n [0: nf2 ]= interp (xvals ,x,y)
166 ##
167 x=[-nf2 -1 , -1];y=[ data_n [-nf2 -1], data [ -1]]
168 xvals= linspace (x[0],x[-1], nf2)
169 data_n [-nf2 :]= interp (xvals ,x,y)
170

171 # print (nf2 ,x,y,xvals , data_n [-nf2], data_n [-nf2 :])
172 return data_n
173

174 #%%
175 def wave_fft (t,data):
176 nt=len(t);dt=(t[1]-t[0]);dt_s =(t[-1]-t[0])
177 fn =1./ dt;fs =1./(1.* dt_s)
178 data_sine =cos (2* pi*(t-t[0]) *60./10.)
179 pwr=abs( fftpack .fft(data))
180 freqs= fftpack . fftfreq (len(data))*fn
181 pd =1./ freqs;n_fft=int(len(pd)/2.)
182 pwr=pwr [: n_fft ];pd=pd[: n_fft]
183 pwr=abs(data).max ()*pwr/pwr.max ()
184 return (pd ,pwr)
185

186 #%%
187 def wave_fft_alam (t,data , n_mode ):
188 nt=len(t);dt=(t[1]-t[0]);dt_s =(t[-1]-t[0])
189 fn =1./ dt;fs =1./(1.* dt_s)
190 modes= logspace (log10 (2./ fn),log10(nt /(2.* fn)),num= n_mode );
191

192 # n_mode =len(modes);
193 pd =[]; pwr =[]
194 for i in range ( n_mode ):
195 pd_o=modes[i]
196 win=cos (2.* pi*t/pd_o)
197 pwr_cos = convolve (data ,win)#,mode=’same ’)
198 win=sin (2.* pi*t/pd_o)
199 pwr_sin = convolve (data ,win)#,mode=’same ’)
200 pwr_abs =( sqrt( pwr_cos **2.+ pwr_sin **2.)).mean ()
201 pwr. append ( pwr_abs )
202 pd. append (pd_o)
203 pwr=array(pwr);pd=array(pd);
204 pwr=abs(data).max ()*pwr/abs(pwr).max ()
205 pwr[pwr <abs(data).max () /100.]=0
206 return (pd ,pwr ,modes)
207
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208 #%%
209 def wavelet (iw ,t,data , n_mode ): # t is in minutes
210 def wave_ones ():
211 win=ones (( int(modes[i]) ,))/int(modes[i]);
212 # pwr =(data -real(np. convolve (data ,win ,mode=’same ’)))
213 pwr =(data - convolve_al (data ,win))
214 return pwr
215 def wave_morlet ():
216 wo =5.; so=1
217 win= morlet (modes[i],w=wo ,s=so , complete =True);#pd[i]=pd[i

]/(2.* so*wo)
218 pwr=real(np. convolve (data ,win ,mode=’same ’))
219 return pwr
220 def wave_hat ():
221 win= ricker (nt ,modes[i])
222 pwr=real(np. convolve (data ,win ,mode=’same ’))
223 return pwr
224

225 data_0 =data
226 f= wave_fft_alam (t,data , n_mode ); pd_fft =f[0]; pwr_fft =f[1];

modes_fft =f[2]
227 data_fft =[]
228 data_fft . append ([f[0],f[1]])
229

230 nt=len(t);dt=(t[1]-t[0]);dt_s =(t[-1]-t[0])
231 fn =1./ dt;fs =1./(1.* dt_s)
232 modes= modes_fft /dt
233

234 pd_all =[]; pwr_all =[]; emd_all =[];
235

236 for i in range ( n_mode ):
237 if iw ==0: pwr= wave_ones ();data=data -pwr
238 if iw ==1: pwr= wave_morlet ()
239 if iw ==2: pwr= wave_hat ()
240

241 if iw ==0:
242 peaks= find_peaks (pwr);
243 imx=peaks [ -1]; imn=peaks [0];
244 pd= pd_fft [i]#(t[imx]-t[imn ])/( len(peaks)/2.)
245 if imx == imn:
246 pd= pd_prev
247 #print (’NO MORE HARMONICS AFTER PERIOD , MINUTES =’,

i, pd)
248 break
249 if pd >=nt*dt /2.:
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250 #print (’NO MORE HARMONICS AFTER PERIOD , MINUTES =’,
i, pd)

251 break
252 if iw !=0:
253 pd =2.* dt*modes[i];
254

255 i_fft=abs(pd_fft -pd). argmin ();
256 emd =( modes_fft .mean ()/pd)*pwr* pwr_fft [i_fft ]/ abs( pwr_fft ).

mean ()
257 pd_prev =pd
258 pd_all . append (pd)
259 pwr_all . append (pwr)
260 emd_all . append (emd)
261 #print (’Modes=’,i, ’period , Minutes =’,array( pd_all ).min (),

array( pd_all ).max ())
262 return (array( pd_all ),array( pwr_all ),array( emd_all ),array(

data_fft ))
263

264 #%%
265 def data_filt (t,data ,tl ,tu):
266 dt=t[1]-t[0]
267 nm1=int(tl/dt);nm2=int(tu/dt)
268 if nm1 ==0:
269 data_filt =data -np. convolve (data ,ones ((nm2 ,))/nm2 ,mode=’same

’)
270 else:
271 data_filt =np. convolve (data ,ones ((nm1 ,))/nm1 ,mode=’same ’)\
272 -np. convolve (data ,ones ((nm2 ,))/nm2 ,mode=’same ’)
273 data_filt [: nm2 ]= data_filt [nm2]
274 data_filt [-nm2 :]= data_filt [-nm2]
275 return data_filt
276

277 #%%
278

279 #dt =0.01
280 #t= arange (0,2.,dt);nt=len(t)
281 #data =0*t
282 #for i in range (11):
283 # pd=(i+1) *2.5* dt;omega =2.* pi/pd
284 # data=data+cos(omega*t) /(0+1)
285 #
286 #f= wavelet (0,t,data ,32)
287 #pd=f[0]; pwr=f[1]; emd=f[2]; data_fft =f[3]
288 #fr =1./ pd;#Hz
289 #
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290 ##%%
291 #fig = figure (1, figsize =(12 ,12))
292 # subplot (211)
293 #plot(t,data)
294 #i= find_peaks (data)
295 ##plot(t[i],data[i],’ro ’)
296 #
297 # subplot (212)
298 #plot(t,data ,’r’,lw =4)
299 #plot(t,pwr [: ,:]. sum (0) ,’b’,lw =2)
300 #plot(t,emd [: ,:]. mean (0) ,’b--’)
301 #
302 ##%%
303 # figure (2, figsize =(12 ,12))
304 # subplot (212)
305 #for i in range (len(pd)):
306 # plot(t,fr[i]+1.* emd[i ,:])
307 #
308 # figure (3, figsize =(12 ,12))
309 #f= wave_fft_alam (t*60. , data ,32)
310 #pd=f[0]; pwr=f[1]
311 # semilogx (1.e+03/( pd *60.) ,pwr ,’r ’)
312 #f= wave_fft (t*60, data)
313 #pd=f[0]; pwr=f[1]
314 # semilogx (1.e+03/( pd *60.) ,pwr ,’b ’)
315 #
316 # figure (5, figsize =(12 ,12))
317 #plot(t,data ,’r-o ’)
318 # n_smooth =2
319 #win=ones (( n_smooth ,))/ n_smooth #cos (2.* pi*t /(10.* dt))#ones ((5 ,))/5
320 #f= convolve (data ,win ,mode=’same ’)
321 #plot(t,f,’b-’)
322 #f= convolve_al (data ,win)
323 #plot(t,f,’b--’)
324

325

326 f=load(’bgis_04 .npy ’)#TEC BGIS station PRN 19, for the 4 July 2019
Ridgecrest EQ.

327

328 tec=f[3];t=f[0 ,:]
329 fig = figure (3, figsize =(12 ,12) ,facecolor =’w’,edgecolor =’k’)
330 subplot (2 ,1 ,1)
331 plot(t,tec)
332 title(’$\ mathbf {(A)}$’,x=0.05 ,y=0.88 , fontsize =14)
333 ylabel (’TEC , TECU ’)
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334 xlim (15 ,19.7)
335 f= wavelet (2,t,tec ,32)
336 pd=f[0]; pwr=f[1]; emd=f[2];
337 fr =1.e+03/( pd *3600.)
338 fr_cut = arange (3.7 -5*0.6 ,12 ,0.6)
339

340 subplot (2 ,1 ,2)
341 title(’$\ mathbf {(B)}$’,x=0.05 ,y=0.88 , fontsize =14)
342 for i in range (len( fr_cut )):
343 f1_cut = fr_cut [i]
344 i_freq1 =abs(fr - f1_cut ). argmin ();
345 emd_f=emd[ i_freq1 ]
346 plot(t ,0.6* emd_f+ i_freq1 )
347 xlim (15 ,19.7)
348 ylim (0.5 ,11)
349 ylabel (’Frequency , mHz ’)
350 xlabel (’Time , UT’)

Listing C.1 - Signal-alam

C.2 Fast SAI-ANA simulation code

SAI-analytical code implemented in Python during PhD. The equations used are
found in Chapter 4 and are explained in more detail in Appendix B.

1 """ The SAI -ANA code is an extension of the analytical model
2 developed by Kherani et al (2011 https :// doi.org /10.3390/

atmos12060765 ) from the AGW wave equation of Kherani et al.
(2016) . The deduction of the equations and the SAI -ANA code
results can be found in the doctoral thesis titled (
Observational and simulation study of rapid and small amplitude
ionoquake during weak to strong earthquakes ). This method is
subjective code can reproduce observations up to 70% -80%
qualitatively ."""

3 """ sigma_t is Gaussian packet thickness of time t_o is time when
forcing reaches largest amplitude and must be greater than 2*
sigma_t t_f is the final simulation time and must be more than
2* t_o """

4

5 ’’’(wx ,wy) are amplitudes of the AGWs in the (x,y) directions i.e.
Longitudinal and transverse (rho_o ,tn_o ,pn_o) are density ,
temperature and atmospheric pressure (wx_m ,wy_m)=(wx(t-dt ,x,y),
wy(t-dt ,x,y)) (wx_o ,wy_o)=(wx(t,x,y),wy(t,x,y) (rho_o ,tn_o ,pn_o)
=( rho(t-dt ,x,y),tn(t-dt ,x,y),pn(t-dt ,x,y)) ’’’

6
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7 ’’’Simulation plane (X-Y) represents the plane where (+X,+Y)
represent west OR north and vertical upwards ( altitude )
respectively . ’’’

8

9 from pylab import *
10 from numpy import *
11 from iri2016 import IRI
12 import spaceweather as sw
13 from nrlmsise_2000 import *
14 from scipy import *
15 from scipy. ndimage import *
16 from scipy. special import erf
17 from scipy. integrate import trapz
18 from signal_alam import *
19 from mpl_toolkits . axes_grid1 import make_axes_locatable
20 matplotlib .rc(" mathtext ",fontset ="cm")
21 matplotlib .rc("font",family ="serif",size =12)
22

23 def d1_3(n2 ,n3 ,data):
24 return repeat ( repeat (data[newaxis ,:],n3 ,axis =0)[newaxis ,:,:],n2

,axis =0)
25

26 def d1_2(n,data):
27 return repeat (data[newaxis ,:],n,axis =0)
28

29 def d1_23(n,data):
30 return repeat (data [:,:, newaxis ],n,axis =2)
31

32 def mask_b ():
33 mask =1+ zeros ((nx ,ny))
34 rad_m=nx/4
35 for j in range (0,nx):
36 if j<rad_m or j>= int(nx /2)+rad_m:
37 mask[j ,:]= exp ( -(0.5*j/rad_m)**2.)
38 return mask
39 def div_f(f0 ,f1):
40 return gradient (f0)[0]/ dx_m+ gradient (f1)[1]/ dy_m
41

42 #%%
43 def sum_gr (ndim ,ndata ,data):
44 data_n =0* data
45

46 if ndim ==0:
47 for j in range (ndata):
48 if j==0:
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49 data_n [j ,:]=( data[j+1 ,:]+ data[j ,:]) /2.
50 elif j== ndata -1:
51 data_n [j ,:]=( data[j -1 ,:]+ data[j ,:]) /2.
52 else:
53 data_n [j ,:]= data[j+1 ,:]+ data[j -1 ,:]
54

55 if ndim ==1:
56 for j in range (ndata):
57 if j==0:
58 data_n [:,j]=( data [:,j+1]+ data [:,j]) /2.
59 elif j== ndata -1:
60 data_n [:,j]=( data [:,j -1]+ data [:,j]) /2.
61 else:
62 data_n [:,j]= data [:,j+1]+ data [:,j -1]
63 return data_n
64 #%%
65 def data_antes (dim ,ndim ,data):
66 data_n =0* data
67 if dim ==1:
68 data_n =0* data
69 data_n [1: -1]= data [0: -2]
70 data_n [0]= data_n [1]; data_n [ -1]= data_n [ -2];
71 else:
72 if ndim ==1:
73 data_n [: ,1: -1]= data [: ,0: -2]
74 data_n [: ,0]= data_n [: ,1]; data_n [: , -1]= data_n [: , -2];
75 return data_n
76 #%%
77 def data_proximo (dim ,ndim ,data):
78 data_n =0* data
79 if dim ==1:
80 data_n =0* data
81 data_n [1: -1]= data [2:]
82 data_n [0]= data_n [1]; data_n [ -1]= data_n [ -2];
83 else:
84 if ndim ==1:
85 data_n [: ,1: -1]= data [: ,2:]
86 data_n [: ,0]= data_n [: ,1]; data_n [: , -1]= data_n [: , -2];
87 return data_n
88

89 #%%
90 def ambiente_atmos (x2 ,y2):
91 global rho_amb ,tn_amb ,r_g ,nu_nn , lambda_c
92 global pn , sn
93 df_d = sw. sw_daily ()
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94 pos=where (( df_d[’year ’]== year)& (df_d[’month ’]== month)&( df_d[’
day ’]== day))[0]

95 ap=df_d[’Apavg ’][ pos ][0]
96 f107=df_d[’f107_obs ’][ pos ][0] #units of 1.e+22 W/m2/Hz.
97 f107A=df_d[’f107_81ctr_obs ’][ pos ][0]# Centered 81- day arithmetic

average of F10 .7 ( observed ).
98

99 d0 = datetime .date(year ,1 ,1)
100 d1 = datetime .date(year , month , day)
101 delta = d1 - d0
102 doy=delta.days
103 ut=hour+ minute /60+ second /3600; lt=ut+ lon_ep /15.
104

105 f= nrl_msis (doy ,ut *3600. ,lt ,f107A ,f107 ,ap ,lat_ep ,lon_ep ,dy ,y[0],
ny)

106 tn_msis =f[1];# tn_msis =0* tn_msis + tn_msis .mean ()
107 den_ox =f [2]*1. e+06; den_n=f [3]*1. e+06; den_o2 =f [4]*1. e+06; den_n2 =

f [5]*1. e+06;
108 n_msis = den_ox +den_n+ den_o2 + den_n2 ;
109 rho_msis =f [6]*1. e+03
110 mean_mass = rho_msis / n_msis
111

112 b_c =1.38e -23;
113 rg_msis =b_c/ mean_mass ;
114 pn_msis = rg_msis * rho_msis * tn_msis ;
115 sn_msis =sqrt (1.33* pn_msis / rho_msis )
116

117 nu_msis =pi *(7*5.6e -11) **2.* sn_msis * n_msis
118 visc_mu_1 =3.563e -07* tn_msis **(0.71) ;
119 visc_mu_2 =1.3* pn_msis / nu_msis ;
120 lambda_msis = sn_msis **2./ nu_msis # thermal conductivity
121 rho_amb =d1_2(nx , rho_msis ) #Mass density (kg/m3)
122 tn_amb =d1_2(nx , tn_msis ) # Atmospheric temperature (K)
123 sn=d1_2(nx , sn_msis ) #speed of sound
124 r_g=d1_2(nx , rg_msis ) # constante Boltzman /massa
125 nu_nn=d1_2(nx , nu_msis ) # constant Boltzmann /mass
126 lambda_c =d1_2(nx , lambda_msis ) # thermal conductivity
127 return
128 def amb_iono (x2 ,y2):
129 global no_y ,n_o ,nu_in ,nu_0 ,gyro_i ,b_o
130

131 yi=y2 [0 ,8:]
132 altlim =[yi[0],yi [ -1]]
133
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134 timeIRI =’%s -%02d -%02d/%02d:%02d:%02d’ % (year ,month ,day ,hour ,
minute , second )

135 altkm =[yi[0],yi [ -1] ,10]
136

137 fn=IRI(timeIRI , altkm , lat_ep , lon_ep )
138 ne_iri =fn[’ne’][:]. data /10**12.
139 ti = fn[’Ti’][:]. data
140 te = fn[’Te’][:]. data
141 n_o=d1_2(nx , ne_iri )
142 # subplot (111)
143 # semilogx (n_o [0,:], yi[:],’ gray ’,lw=2, label=’$n_o , m^{ -3}$ ’)
144 # ylabel (’Altitude , km ’)
145 # title (’(B) ’)# Ionospheric Number Density ’)
146 # legend ( fontsize =12, loc=’best ’)
147 sc_h =30.
148 nu_in =1.e+03* exp (-(yi -80.)/sc_h)#The profile (in altitude ) of

the collision frequency (nu in)
149 b_o =30.e -06 #the magnetic field , in Tesla
150 q_c =1.6e -19; m_i =1.67e -27; z_i =16.
151 gyro_i =q_c*b_o /( z_i*m_i)#the frequency of rotation of the ions
152 gyro_e =- gyro_i *1837.
153

154 return ()
155 #%%
156 def rho_tn (rho_o ,tn_o ,pn_o):
157 div_w =0* div_f(wx_ana , wy_ana )
158 div_flux =div_f(rho_o*wx_ana ,rho_o* wy_ana )
159 div_flux_x = wx_ana * gradient (rho_o)[0]/ gradient (x2_m)[0]
160 div_flux_y = wy_ana * gradient (rho_o)[1]/ gradient (y2_m)[1]
161 div_flux = div_flux_x + div_flux_y
162 rho=rho_o -0.1* dt* div_flux
163

164 div_flux =div_f(tn_o*wx_ana ,tn_o* wy_ana )
165 div_flux_x = wx_ana * gradient (tn_o)[0]/ gradient (x2_m)[0]
166 div_flux_y = wy_ana * gradient (tn_o)[1]/ gradient (y2_m)[1]
167 div_flux = div_flux_x + div_flux_y
168

169 gma =1.33# rho_ho /rho
170 tn=tn_o -0.1* dt*( div_flux +(gma -1.)*tn_o*div_w)
171

172 div_flux =div_f(pn_o*wx_ana ,pn_o* wy_ana )
173 div_flux_x = wx_ana * gradient (pn_o)[0]/ gradient (x2_m)[0]
174 div_flux_y = wy_ana * gradient (pn_o)[1]/ gradient (y2_m)[1]
175 div_flux = div_flux_x + div_flux_y
176

157



177 pn=pn_o -0.1* dt*( div_flux +(gma -1.)*pn_o*div_w)/1.
178 rho_t= rho_to
179 rho_h= rho_ho
180 return (rho ,tn ,pn)
181

182 #%% ANALTICAl
183 def AGW_ana ():
184 i_xo=abs(x-x.mean ()). argmin ()
185 gma =1.33#0.33+ rho_ho /rho_o #1.4#0.01+ rho_ho /( rho_ho + rho_to )
186 pn=pn_o#r_g*rho_o*tn_o;
187 c_s=sn#sqrt(gma*pn/rho_o);# c_s =0* c_s+c_s.mean ()
188 gr_pn= gradient (pn)[1]; dy_m2 =2.* dy_m
189 zeta =(1./ rho_o)*gr_pn/dy_m2
190 k0=zeta/c_s **2.
191 k0_antes = data_antes (2,1,k0)
192 k0_proximo = data_proximo (2,1,k0)
193

194 mu =0.5*( k0_proximo + k0_antes )*dy_m2 /2.
195 mu= cumsum (mu ,1);mu =7.* mu/abs(mu).max ()
196

197 omega_c2 =( gma **2.* k0*c_s) **2./4.
198 omega_b2 =(( gma -1)*k0 **2 -1.*( k0/c_s **2.)* gradient (c_s **2.) [1]/

dy_m2)*c_s **2.
199 i_pos= argwhere ( omega_b2 [i_xo ,:] >=0);i_neg= argwhere ( omega_b2 [

i_xo ,:] <0)
200 ob2_real =0* omega_b2 ; ob2_im =0* omega_b2
201 ob2_real [:, i_pos ]= omega_b2 [:, i_pos]
202 ob2_im [:, i_neg ]= omega_b2 [:, i_neg]
203 omega_h2 =wk_x **2.* c_s **2.
204 omega_2 = omega_b2 +( wk_y **2.+0* k0 **2./4.) *c_s **2.+ omega_h2
205 omega_mais =sqrt( omega_2 +sqrt( omega_2 **2. -4.* omega_h2 * omega_b2 ))

/sqrt (2)
206 omega_menos =sqrt(abs(omega_2 -sqrt( omega_2 **2. -4.* omega_h2 *

omega_b2 )))/sqrt (2)
207 visc_mu =1.3* pn_amb /nu_nn; visc_ki = visc_mu / rho_amb
208 nu_col = visc_ki *(- wk_x **2- wk_y **2.+ k0 **2. - gradient (k0)[1]/ dy_m2)
209 wx_mais =( omega_mais **2.+ omega_h2 - omega_2 )/( wk_x*wk_y*c_s **2.)
210 wx_menos =( omega_menos **2.+ omega_h2 - omega_2 )/( wk_x*wk_y*c_s **2.)
211

212 gamma_ad =(gma -1)*k0 **2.
213 gamma_e =(k0/c_s **2.)* gradient (c_s **2.) [1]/ dy_m2
214 return (mu ,omega_mais , omega_menos ,nu_col ,wx_mais ,wx_menos ,

omega_b2 ,\
215 omega_c2 ,ob2_im ,gamma_ad ,gamma_e ,c_s)
216 #%% ANALTICAl
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217 def AGW_ana_x ():
218 gma =1.33#0.33+ rho_ho /rho_o #1.4#0.01+ rho_ho /( rho_ho + rho_to )
219 pn=pn_o#r_g*rho_o*tn_o;
220 c_s=sn#sqrt(gma*pn/rho_o);
221 gr_pn= gradient (pn)[0]; dx_m2 =2.* dx_m
222 zeta =(1./ rho_o)*gr_pn/dx_m2
223 k0=zeta/c_s **2.
224 omega_c2 =( gma **2.* k0*c_s) **2./4.
225 omega_b2 =(( gma -1)*k0 **2 -0.*( k0/c_s **2.)* gradient (c_s **2.) [0]/

dx_m2)*c_s **2.
226 omega_h2 =wk_y **2.* c_s **2.
227 omega_2 = omega_b2 +( wk_x **2.+ k0 **2.)*c_s **2.+ omega_h2
228 omega_mais =sqrt( omega_2 +sqrt( omega_2 **2. -4.* omega_h2 * omega_b2 ))

/sqrt (2)
229 omega_menos =sqrt(omega_2 -sqrt( omega_2 **2. -4.* omega_h2 * omega_b2 )

)/sqrt (2)
230 return (omega_mais , omega_menos )
231

232 # ===========================================================
233 def vel(b_o ,nu ,gyro ,wx ,wy):
234 global mu_p
235 # |vx| | mu_p mu_h | |Ex|
236 # | |=| | | |
237 # |vy| |-mu_h mu_p | |Ey|
238 kappa=gyro/nu
239 mu_p=kappa /( b_o *(1.+ kappa **2.)) # PEDERSON MOBILITY
240 mu_h=kappa **2./( b_o *(1.+ kappa **2.)) #HALL MOBILITY
241 lat= radians ( -31.573)
242 mag_m =8.e+15 #Tm^3
243 r_ea =6.371 e+06
244 by = -2.* mag_m*sin(abs(lat))/r_ea **3.;
245 bz=mag_m*cos(lat)/r_ea **3.;
246 bx=0
247 wz=0
248 ey=wz*bx -wx*bz
249 ex=wy*bz -wz*by
250 ez=wx*by -wy*bx
251 # ex=wy*b_o*cos(lat);ey=-wx*b_o*cos(lat)
252 vx=mu_p*ex+mu_h*ey
253 vy=mu_p*ey -mu_h*ex
254 return (vx ,vy)
255

256

257 data_sism = load(’V_SISM .npy ’)# seismic data
258 t_s =3600* data_sism [0 ,310000: -30000:200]
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259 vel_s= data_sism [1 ,310000: -30000:200] #m/s
260 i_max= argmax (abs(vel_s))
261 vel_s [0: i_max ][ abs(vel_s [0: i_max ]) <1.e -05]=0
262 t_s=t_s -t_s [0]
263 f= wavelet (2,t_s ,vel_s ,32)
264 pd=f[0]; pwr=f[1]; emd=f[2]; amp_sism =f [3][: ,1][0]
265 fr_sism =1.e+00/( pd)
266

267 def fonte(v_phase , v_phase_x ):
268 global sigma_t ,t0 ,sigma_x ,v_s
269 nx=len( v_phase [: ,0]);ny=len( v_phase [0 ,:])
270 vel_ana =0
271 for iw in range (len(pd)):
272 idx_peaks = find_peaks (abs(emd[iw ,:]))[: ,0]
273 n_peaks =len( idx_peaks )
274 t0=t_s[ idx_peaks [:]]
275 amp=emd[iw , idx_peaks [:]]
276 n_peaks =len(t0)
277 sigma_t =pd[iw ]/2.
278 [tn0 ,yt]= meshgrid (t0 ,y2 [0 ,:])#d1_2(ny ,t0)
279 [ampn ,yt]= meshgrid (amp ,y2 [0 ,:])#d1_2(ny ,amp)
280 if abs( v_phase ).min () !=0:
281 t_phase_y =y2_m/ v_phase
282 else:
283 t_phase_y =0+0* y2_m
284

285 if abs( v_phase_x ).min () !=0:
286 t_phase_x =0* x2_m/ v_phase_x +0* abs(x2)/3
287 else:
288 t_phase_x =0
289 t_phase = t_phase_y + t_phase_x
290 t_phase = t_phase .mean (0)
291 tn_phase = transpose (d1_2(n_peaks , t_phase ))
292 f_sism =skew(t-tn_phase ,tn0 ,sigma_t ,0)
293 vel_ana = vel_ana +( f_sism *ampn).sum (1)
294 wy0_t=vel_s.max ()* vel_ana /emd.max ()
295

296 sigma_x =(4)*dx_m *1.e -03; x_o=x2.mean ();v_s =0*3.e -00; x_o =0
297 f_lon=skew(x2 ,x_o+v_s*t,sigma_x ,0)
298

299 wy0=wy0_t *( f_lon -0* f_lon [ -1 ,0])
300 idx=abs(t_s -t). argmin ()
301 if t<t_s[i_max] and vel_s[idx ]==0:
302 wy0 =0* wy0
303 return wy0
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304

305

306 # %%========================= MAIN ===============================
307

308 global wx_m ,wy_m ,wx_o ,wy_o
309 global rho_o ,tn_o ,pn_o ,rho_amb ,tn_amb , pn_amb
310 global fac_amp ,mask
311 global wk_x ,wk_y
312 global lat_ep ,lon_ep ,year ,month ,day ,hour ,minute , second
313

314 #%%
315 lat_ep = -31.573; lon_ep = -71.674
316 year ,month ,day =2015 ,9 ,16
317 hour ,minute , second =22 ,54 ,32
318 #%%
319 dy =10; dx =1.* dy;dt=dy /2.; #The spatial resolutions in kilometers
320 y= arange (0 ,400+dy ,dy);ny=len(y) #The altitude range
321 x= arange ( -100 ,100+dx ,dx);nx=len(x) # Longitude range
322 [y2 ,x2]= meshgrid (y,x)
323 y2_m=y2 *1.e+03; x2_m=x2 *1.e+03
324 dy_m=dy *1.e+03; dx_m=dx *1.e+03#The spatial resolutions in meters
325 it =0; nt =0.1*360; t=0; t_f=dt *180
326 vnx=dx_m/dt;vny=dy_m/dt # Numeric speed
327 #%%
328 wx_m=zeros ((nx ,ny));wy_m=zeros ((nx ,ny));
329 wx_o =0* wx_m;wy_o =0* wy_m;
330 time =[]
331 dtn3 =[]; wx3 =[]; wy3 =[]; wy3_ray =[]; n3 =[]; vw3 =[]; data_arrival =[]
332 wave_all =[]; data_amb =[]; eta =[]; pr3 =[]; rho3 =[]; tn3 =[];
333 o_br =[]; omega_all =[]; gr_ci3 =[]
334

335 # %%================================================================
336

337 f= ambiente_atmos (x2 ,y2)
338 f= amb_iono (x2 ,y2)
339 f=fonte (1.*y2 ,y2)
340 g_e =(1./ tn_amb )* gradient ( tn_amb )[1]/ gradient (y2)[1];
341 ln_tn=log( tn_amb [0 ,0]) +1.33* cumsum (dy*g_e ,1)
342 tn_new =exp(ln_tn)
343 data_amb . append (( rho_amb [0,:],sn [0 ,:]))
344

345 # %%==================== INTIALIZATION =============================
346

347 pn_amb =r_g* rho_amb * tn_amb
348 rho_o= rho_amb ;tn_o= tn_amb ;pn_o= pn_amb
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349 rho_to =0* rho_o; rho_ho = rho_amb
350

351 #%% ANALYTICAL SOLUTION
352

353 a_frente =1.+ zeros ((nx ,ny))
354 a_tras =1.+ zeros ((nx ,ny))
355 a_frente [x <0]=0
356 a_tras [x >=0]=0
357 lambda_y0 = arange (2.* dy_m ,ny*dy_m /3. ,2* dy_m)#
358 lambda_x0 = arange (2.* dx_m ,nx*dx_m /3. ,2* dx_m)
359 while t <=t_f /1.:
360 wy_ray =zeros ((nx ,ny))
361 wy_ana =zeros ((nx ,ny)); wx_ana =zeros ((nx ,ny));
362 for ik in range (len( lambda_y0 )):
363 lambda_x =10.* dx_m;
364 lambda_y = lambda_y0 [ik]
365 lambda_x0 = arange (lambda_y ,nx*dx_m /2. ,2* dx_m)
366 for ikx in range (len( lambda_x0 )):
367 lambda_x = lambda_x0 [ikx]#max(sigma_x ,2* ikx*dx_m)
368 wk_x =2.* pi/ lambda_x ;wk_y =2.* pi/ lambda_y
369

370 f= AGW_ana ()
371 mu=f[0]; omega_mais =f[1]; omega_menos =f[2]; nu_col =f[3];
372 wx_mais =f[4]; wx_menos =f[5]
373 omega_br =sqrt(f[6]); omega_ac =sqrt(f[7]);
374 omega_ci =sqrt(abs(f[8]))
375 gamma_ad =f[9]; gamma_e =f[10]
376 c_s=f[11]
377

378 f= AGW_ana_x ()
379 omega_awx =f[0]; omega_gwx =f[1]
380

381 if ik ==0 and ikx ==ik and omega_ci .any () !=0:
382 print (’CONVECTIVELY UNSTABLE GWs ’)
383 w_amp =1
384 if omega_mais .max () /(2.* pi) > 1./(2.* dt) or omega_awx .

max () /(2.* pi) > 1./(2.* dt):
385 w_amp =0
386 wy_alt =exp(-mu)
387 n=1.
388 wy_damp =exp (1*2.* nu_col *dt /(2.*n))*exp(- lambda_c *t*wk_y

**2.)
389 wy_growth =exp (0* omega_ci *t/(2.* pi))
390 #%% ACOUSTIC WAVES
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391 omega_aw =(1./n)*sqrt (1. -(n -1) **2./(4.* omega_mais .max ()*
t_f)**2.)* omega_mais

392 # GRAVITY WAVES
393 omega_gw =(1./n)*sqrt (1. -(n -1) **2./(4.* omega_menos .max ()

*t_f)**2.)* omega_menos
394 omega_gw = omega_menos
395 if omega_aw .any () < omega_ac .any ():
396 continue
397 for i_wv in range (2):
398 if i_wv ==0:
399 omega= omega_aw
400 wx_amp = wx_mais /100.
401 omega_x = omega_awx
402 if i_wv ==1:
403 omega= omega_gw
404 wx_amp = wx_menos /100.
405 omega_x = omega_gwx
406

407 x2_mv=x2_m+v_s*t*1.e+03
408 v_phase =omega/wk_y;
409 v_phase_x = omega_x /wk_x
410 wy0=fonte(v_phase , v_phase_x );
411 ondas_frente =cos(-omega*t+wk_y*y2_m +0* wk_x*x2_m)
412 ondas_tras =cos(omega*t+wk_y*y2_m +0* wk_x*x2_m)
413 wy_frente =wy0* ondas_frente * wy_alt * wy_damp * wy_growth
414 wy_tras =wy0* ondas_tras * wy_alt * wy_damp * wy_growth
415 wy_ondas =w_amp *( wy_frente + wy_tras )/2.
416

417 v_phase_x = omega_x /wk_x
418 if abs( v_phase_x ).min () !=0:
419 t_phase =x2_m/ v_phase_x
420 else:
421 t_phase =0
422 sigma_tx =2.* pi/ omega_x ; sigma_x2 =2.* pi/wk_x
423

424 ondas_frente =cos(- omega_x *t+wk_x*x2_mv)
425 ondas_tras =cos( omega_x *t+wk_x*x2_mv)
426 wy0_x =( wy_ondas .max (0)+ wy_ondas )/2.
427 wy_frente =wy0_x* ondas_frente
428 wy_tras =wy0_x* ondas_tras
429 wx_ondas =( a_frente * wy_frente + a_tras * wy_tras )*skew(

x2_mv ,0, sigma_x2 ,0)
430

431 f_smooth =1. -0.9* skew (4.* x2_mv ,0, sigma_x2 ,0)
432 wy_ana = wy_ana +( wy_ondas + wx_ondas )* f_smooth
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433 wy_ana [: ,0]= wy0 [: ,0]
434 wx_ana = wx_ana + wx_amp * gradient ( wy_ana )[0]
435

436 #%% RAY TRACING
437 omega_ray =wk_y*sn# omega_menos
438 v_phase = omega_ray /wk_y
439 wy0=fonte(v_phase , v_phase_x );
440 ondas_tras =cos( omega_ray *t+wk_y*y2_m+wk_x*x2_m)
441 wy_tras =wy0* ondas_tras * wy_alt * wy_damp
442

443 wy_x= wy_tras .max (0)*cos(wk_x*x2_m)*pdf(wk_x*x2_m /(2.* pi
))

444 wy_ray = wy_ray + wy_tras +wy_x
445 wy_ray [: ,0]= wy0 [: ,0]
446

447 if it ==0:
448 wave_all . append ([ omega_aw [0,:], omega_gw [0,:],

omega_ray [0 ,:] ,\
449 wk_x ,wk_y ,omega_br ,omega_ac ,c_s

[0 ,:]])
450

451 # print ( omega_menos .max (),omega_mais .max ())
452 #%%
453 f= rho_tn (rho_o ,tn_o ,pn_o)
454 rho=f[0]; tn=f[1]; pn=f[2]
455 # pn=r_g*rho*tn
456 gma= rho_amb /rho
457 print (gma.max ())
458

459 #%% SIMULACAO NAO - LINEAR
460 f=vel(b_o ,nu_in ,gyro_i , wx_ana [: ,8:] , wy_ana [: ,8:])
461 vx=f[0]; vy=f[1]
462 n= den_iono (n_o ,vx ,vy ,vnx ,vny)
463

464 # %%=========================== TIME UPDATE ===================#
465 dtn= rho_amb /rho
466 drho =100*( rho -rho_o)/ rho_amb
467 dn=abs(n-n_o)/n_o
468 rho_o=rho;tn_o=tn;pn_o=pn
469 n_o=n
470

471 time. append (t/60.)
472 rho3. append (rho);tn3. append (tn)
473 pr3. append (pn);
474 wx3. append ( wx_ana )
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475 wy3. append ( wy_ana )
476 wy3_ray . append ( wy_ray )
477 gr_ci3 . append ( omega_ci )
478 i_xo=abs(x-x.mean ()). argmin ()
479 omega_all . append ([ omega_ac [i_xo ,:], omega_br [i_xo ,:], omega_ci [

i_xo ,:] ,\
480 gamma_ad [i_xo ,:], gamma_e [i_xo ,:]])
481 n3. append (n)
482

483 # %%=============================================================#
484

485 print (’============================================== ’)
486 print ("TIME=", t,’TIME_STEP =’,dt)
487 print (’FORCING AMPLITUDE =’,round(wy0 [: ,0]. max () ,5))
488 print (’AGWs Amplitudes =’,round( wx_ana .max () ,5),round( wy_ana .

max () ,5))
489 print (’Amplification ratio=’,abs( wy_alt ).max ())
490 print (’TIDs Amplitudes %=’,round (100* dn.max () ,2))
491

492 t=t+dt
493 it=it+1
494

495 #%%
496 i_xo=abs(x-x.mean ()). argmin ()
497 t=array(time);
498 n3= array(n3);dn3 =( len(t)/2.)* gradient (n3)[0];
499

500 wy3=array(wy3)
501 wx3=array(wx3)
502

503 #%% ARRIVAL TIME ESTIMATION
504 t_arrival =t[( abs(wy3 [:,i_xo ,:]) >abs(wy3 [:,i_xo ,0]).max ()). argmax (

axis =0)]
505 y_arrival =y
506 t_arrival_0 = t_arrival [abs(y_arrival -5). argmin () +1]#.min ()
507 t_hr=t#-t_arrival_0 #+ t_s [0]/3660# -5
508

509 #%%
510 fig= figure ( figsize =(12 ,12) ,facecolor =’w’,edgecolor =’k’)
511 ax= subplot (111)
512 ext =[0,t[-1],x2[0,0],x2 [ -1 ,0]]
513 data=wy3 [: ,: ,0]
514 vm =1.e -02#data.max () /10.
515 plot(t ,1.e+03* data [:, i_xo ])
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516 im= imshow (data.T, origin =’lower ’,extent =ext ,cmap=cm.seismic ,vmin=-vm
,vmax=vm)

517 im. set_interpolation (’bilinear ’)
518 axis(’tight ’);
519 title(’Forcante ou uplift de epicentro ’)
520 xlabel (’Time , minutos ’); ylabel (’Longitude /Latitude , km’)
521 divider = make_axes_locatable (ax);
522 cax = divider . append_axes ("right", size="2%", pad =0.05)
523 cbar= colorbar (im ,cax=cax);gca (). set_title (’m/s’)
524

525

526 #%% Acoustic - gravity wave amplitude
527 fig= figure ( figsize =(14 ,12) ,facecolor =’w’,edgecolor =’k’)
528 ax = fig. add_subplot (121)
529 ax2 = ax.twiny ()
530 ax2.plot(sn[0],y,’g’,lw =3)
531 ax2. set_xlim (200 ,840)
532 ax2. tick_params (’x’,colors =’g’)
533 ax2. set_xlabel (’Acoustic speed , m/s’,color=’g’)
534 ylabel (’Altitude ,km’)
535 grid(’on’)
536

537 data =5* wy3 [: ,: ,:]. mean (1)
538 vm =10
539 ext =[ t_hr [0], t_hr [-1],y2[0,0],y2 [0 , -1]]
540 im=ax. imshow (data.T, origin =’lower ’,extent =ext ,cmap=cm.seismic ,vmin

=-vm ,vmax=vm)
541 im. set_interpolation (’bilinear ’)
542 ax.axis(’tight ’);#axis ((0.5 ,t[ -1] , -10 ,400))
543 ax. set_ylabel (’Altitude , km’)
544

545 ax. set_xlabel (’Time from mainshock onset , Minutes ’)
546 title(’$\ mathbf {(A)}$’,x=0.05 ,y=0.96 , fontsize =14)
547 ax. set_xlim ( -1 ,12)
548 ax. set_ylim (0 ,400)
549 ax. yaxis. set_ticks_position (’both ’)
550 cbar= colorbar (im , cax =fig. add_axes ([0.15 , 0.85 , 0.3, 0.01]) ,\
551 orientation =’horizontal ’)
552 gca (). set_xlabel (’$w_y , m/s$’)
553 cbar. set_ticks ( linspace (-vm ,vm ,5))
554 #%% Ionospheric density disturbance
555

556 data =20* dn3 [: ,: ,:]. mean (1).T
557 vm=5
558 ax = fig. add_subplot (122)
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559 ax2 = ax.twiny ()
560 ax2. plot(n3[0,i_xo ,:],y[8:] , ’g’,lw =3)
561 ax2. set_xlim ( -0.01 ,1)
562 ax2. tick_params (’x’,colors =’g’)
563 ax2. set_xlabel (’Electronic density profile , $Ne *10^{12}( m^{ -3})$’,

color=’g’)
564 grid(’on’)
565

566 ext =[ t_hr [0], t_hr [-1],y2[0,8],y2 [0 , -1]]
567 im=ax. imshow (100* data /(n3[:,i_xo ,:].T),origin =’lower ’,extent =ext ,
568 cmap=cm.seismic ,vmin=-vm ,vmax=vm)
569 im. set_interpolation (’bilinear ’)
570 ax.axis(’tight ’);
571 ax. set_xlabel (’Time from mainshock onset , Minutes ’)
572 title(’$\ mathbf {(B)}$’,x=0.05 ,y=0.96 , fontsize =14)
573 ax. set_xlim ( -1 ,12)
574 ax. set_ylim (y2[0,0],y2 [0 , -1])
575 ax. yaxis. set_label_position ("right")
576 ax. set_ylabel (’Altitude , km’)
577 ax. yaxis. tick_right ()
578 ax. yaxis. set_ticks_position (’both ’)
579 cbar= colorbar (im , cax =fig. add_axes ([0.575 , 0.85 , 0.3, 0.01]) ,\
580 orientation =’horizontal ’)
581 gca (). set_xlabel (’$\delta n/n_0 , \%$’)
582 cbar. set_ticks ( linspace (-vm ,vm ,5))
583

584 show ()

Listing C.2 - SAI-ANA code
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